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I. Introduction

The effect of various school inputs on student achievement has long been debated among researchers, policy makers, and parents. Nevertheless, credible evidence is limited, and the results from a handful of high-quality studies are often mixed. This is mainly due to difficulties in measuring the causal effect of school inputs using observational data on student performance and school characteristics. When students are free to choose their school, observed and unobserved student and family attributes influence both the academic achievement and school choice of the students; this situation renders spurious correlation between student performance and school characteristics. Thus, addressing endogenous selection into schools and neighborhoods has been a key econometric issue in studies of school effectiveness.

This study provides an econometric framework to identify the average partial effects (APE) of school inputs when school districts are endogenously chosen but school assignment is random within each school district. We show that even a modest difference in school characteristics across districts can induce a substantial degree of sorting and that school input effects can be inconsistently estimated when endogenous district choice is ignored. We illustrate our econometric framework by estimating the effects of single-sex schooling and class size, which are time-invariant and time-varying inputs, respectively, and have been major policy variables in the education production literature.

We exploit quasi-experimental variation from within-district high school lotteries in Seoul, South Korea (Korea hereinafter). Students who entered high school in Seoul before 2010 were randomly assigned to high schools within school districts. Under this assignment rule, students and their parents can only choose the average quality of the schools to which they can potentially be assigned by choosing a residential neighborhood. Thus, self-selection bias arises from endogenous sorting across school districts but not from endogenous selection into schools within each school district.

---

1 A review of the literature on education production and relevant econometric methods can be found in Hanushek (2006) and Meghir and Rivkin (2011).

2 The class size effect has been extensively studied over the past three decades. Well-known studies include Angrist and Lavy (1999), Krueger (1999), and Hoxby (2000b) to name a few. The effect of single-sex education has become an active area of economic research in recent years. See Jackson (2012, 2016), Park et al. (2013), Lee et al. (2014), and Dustmann et al. (2017) for effects of single-sex schooling and Hoxby (2000a), Whitemore (2005), and Lavy and Schlosser (2011) for gender peer effects.

3 Or more generally the distribution of school quality.

4 Altonji and Mansfield (2014) suggest that, with rich data on student and family characteristics, school district averages of observed individual characteristics can control for sorting on (un)observables if district choice is independent of school inputs given these averages. However, this type of control function approach cannot be applied to many studies, including ours, that use quasi-experimental variation from within-district random school assignment in Seoul. The reason is that individual attributes are unobserved in most of the test score data currently available in Korea.
We construct a model of heterogeneous treatment effects that considers within-district random assignment and across-district sorting. Given data on the College Scholastic Ability Test (CSAT) scores and high school characteristics from 2008-2009, we specify a random coefficient model. In the model, each student’s potential outcomes depend on observed and unobserved school inputs (either time varying or time invariant) and unobserved time-invariant district characteristics that interact with the student’s unobserved productivity for these inputs. Based on the individual-level education production, we derive a district-specific (random coefficient) linear regression model of individual test scores on school inputs. The APE of school inputs can be consistently estimated by a weighted average of the district-specific estimates with the fraction of students in each district as the weight.

The APE estimation based on our econometric model finds no evidence of better student performance at single-sex schools than mixed-gender schools; this finding is unlike those of most previous studies using quasi-experimental variation from within-district school lotteries in Seoul. Meanwhile, our APE estimates of class size are small and negative and similar to the numbers reported in the literature. We also find that the district-specific estimates are more heterogeneous for single-sex effects than for class size effects. This result implies a substantial degree of endogenous sorting across school districts, especially based on the likelihood of getting into a single-sex school.

Apart from proposing a robust weighted average method, we also point out the possible inconsistency of the commonly used district(-year) fixed effects estimation under endogenous district selection. This point is neglected in empirical studies on school quality effects that rely on within-district random school assignment (Park et al., 2012, 2013, 2018; Lee et al., 2014; Choi et al., 2015; Sohn, 2016; Dustmann et al., 2017; Hahn et al., 2018). This point is also relevant in studies that use the same design as Project STAR and school fixed effects (e.g., Krueger, 1999) and studies that use lottery fixed effects in comparing students who win the lottery for their chosen school with students who lose (Cullen et al., 2006; Deming, 2011; Deming et al., 2014).

Our econometric framework can be applied to any (quasi-)experiment with a two-stage assignment where selection among experiment sites is endogenous and assignment between treatment and control groups within sites is random.5

5 Park et al. (2013), Lee et al. (2014), Sohn (2016), and Dustmann et al. (2017) study the effect of single-sex education using various datasets on standardized test scores and secondary school characteristics in Seoul. Except for Sohn (2016) whose estimates are not directly comparable, these studies find a positive association between single-sex education and student performance on standardized test scores.

6 Examples include the Work Incentive training experiments in four locations (Hotz et al., 2005), Opower energy conservation experiments in 111 locations (Allcott, 2015), STAR experiment in 80 schools (Krueger, 1999), and school choice programs over a large number of school choice lotteries (Cullen et al., 2006; Deming, 2011; Deming et al., 2014).
We also contribute to the empirical literature on education production by providing quasi-experimental estimates on the effects of class size reduction and single-sex schooling in upper secondary education. Studies on the class size effect in high schools are few (Chingos, 2013; Jepsen, 2015). Although the effect of single-sex schooling has been explored, high-quality works are still limited (Jackson, 2012, 2016).

The remainder of the paper is organized as follows. Section 2 outlines the institutional background on the high school assignment lotteries in Seoul. Section 3 describes the data on CSAT scores and school characteristics. Section 4 presents the potential outcomes model of education production under within-district random school assignment. Section 5 discusses estimation and statistical inference. Empirical results are given in Section 6. Section 7 concludes.

II. Institutional Background

Before 2010, middle school seniors in Seoul were randomly assigned to general academic high schools within their school districts. The high school assignment lotteries were conducted as a part of the High School Equalization Policy (HSEP) and covered general academic high schools in 10 school districts (districts 1-4 and 6-11) in Seoul. Those general academic high schools were subject to the lottery-based assignment system regardless of their resource levels or types. The random assignment system excluded vocational high schools; selective high schools specialized in math and science, foreign languages, arts, or sports; and academic high schools near the city center, which are mostly in district 5 and some in districts 1, 2, 10, and 11.7 Online Appendix B.1 presents details on the HSEP and high school assignment in Seoul.

We indirectly test whether high school random assignment was properly implemented within school districts using data from the Korean Education Longitudinal Study (KELS). By comparing those who attended the same middle school but randomly assigned to different high schools, we show that students’ characteristics before entering high schools, including parental education, household income, expenditures on private out-of-school education, and 9th-grade standardized test scores, are similar between single-sex and coed high schools and across high schools with different class sizes.8 We cannot reject at the 5%
significance level the null hypothesis that the baseline characteristics of students are unrelated to school characteristics (single-sex schooling or class size) when we restrict our analysis to students attending high schools subject to the random assignment lotteries. However, when we repeat this exercise using students attending high schools not subject to the random assignment lotteries, we strongly reject (at any conventional level of significance) the null hypothesis. Online Appendix B.2 and Table B1 present further details (tables and figures labeled with B are in the Online Appendix).

Noncompliance to the random high school assignment is not a major issue in this setting. Under the random assignment system, students had very little incentive to move to another school district after the initial high school assignment. Once assigned to a high school, students were prohibited to transfer to another school within the same school district. When students (and their family) moved to another school district, their high school assignment was again determined by a random lottery in the new district. Transfers and dropouts after the initial high school assignment were indeed rare (less than 3%) and unrelated to school characteristics (Sohn, 2016; Dustmann et al., 2017). Senior enrollment in each school is approximately 98% of the freshman enrollment from two years before on average, and the across-school standard deviation of this proportion is less than 4 percentage points in our data.

III. Data and Analysis Sample

We use data on the CSAT scores and high school characteristics provided by the Korean Ministry of Education. The CSAT score data include the entire population of CSAT takers in Korea but contain no individual characteristics other than gender, whether or not enrolled in high school, and the name of the school currently attending. Data on high school characteristics come from the school information database maintained by the Korea Education and Research Information Service. The database contains information on all primary and secondary schools in Korea, including school type, number of students by gender, class size, number of teachers by gender and employment type, and school budget. We link individual test scores and school characteristics by matching school names.

The CSAT is the standardized test used for college admissions in Korea. The test characteristics in our main data on CSAT scores. We use the middle school that the student graduated from as a proxy for his or her residential school district due to the lack of school district identifiers in the KELS data. Online Appendix B.2 describes a justification for and a limitation of the balance check exercise using the proxy school districts.

Information on schools for the most recent four years is publicly available at https://www.schoolinfo.go.kr.
is administered by the Korea Institute of Curriculum and Evaluation and is offered once a year in November. Approximately 600,000 individuals, including high school seniors, high school graduates, and GED holders, took the CSAT each year during the analysis period. The CSAT is a high-stakes exam because the CSAT score is a major factor that determines college admission outcomes and thus potentially affects future earnings. In this study, we use the Korean and English CSAT scores as the educational outcome. The sum of the Korean and English CSAT scores (hereafter referred to as the CSAT score) is normalized to have zero mean and unit variance across all observations within each cohort.

We restrict our analysis to the 2008 and 2009 cohorts of high school seniors (12th graders) attending academic high schools in school districts 3, 4, and 6-9 to focus on students randomly assigned to academic high schools in Seoul. In the six school districts, all the general academic high schools admitted students using assignment lotteries. Our analysis sample includes 57,443 male students (26,669 in 2008 and 30,774 in 2009) at 55 coed and 38 all-boys high schools and 52,271 female students (24,140 in 2008 and 28,131 in 2009) at 55 coed and 34 all-girls high schools. The analysis sample covers 54% of high school seniors taking the CSAT in Seoul. Online Appendix B.3 provides further details on sample restriction and construction of the outcome variable.

Using the analysis sample, Figure 1 plots the within-district distribution of school-year averages of the combined CSAT scores. That is, the observations are the school-level average scores in 2008 or 2009 (each school contributes two average scores). The district-specific distribution of the average test score is plotted for boys and girls separately. Each bar in Figure 1 shows the fraction of observations in an interval with a width equal to 0.1 standard deviation of the distribution of the average score. Although we pool the two years of observations on each school in Figure 1, the graph looks similar when we plot the distribution for 2008 and 2009 separately. The mean and the standard deviation of the average test score are also reported in the top left corner of each bar graph. Similar graphs for Korean and English CSAT scores are shown in Figures B1 and B2, respectively. The English score is slightly more dispersed within and across districts than the Korean score.

---

10 In our analysis sample, 93% of high school seniors (12th graders) took the CSAT. Given that the test taking rate is very high, nonrandom selection of CSAT takers is less of an issue than in the US.

11 In the raw data, the Korean and English CSAT scores are standardized to have a mean of 100 points and a standard deviation of 20 points.

12 For mixed-gender schools, average test scores are computed for boys and girls separately, and the gender-specific averages are included in the graphs for each gender.
Notes: Data are from the Korean Ministry of Education. The analysis sample includes 57,443 male students (26,669 in 2008 and 30,774 in 2009) at 55 coed and 38 all-boys high schools and 52,271 female students (24,140 in 2008 and 28,131 in 2009) at 55 coed and 34 all-girls high schools. The unit of observation is school-year because the CSAT score is averaged at the school-year level. The CSAT score refers to the sum of Korean and English CSAT scores and is standardized to have zero mean and unit variance across all test takers in a given year. For CSAT applicants who were absent during the exam, missing raw scores on Korean or English are imputed with zeros. The mean and the standard deviation in the top left box in each bar graph are computed using school-year average test scores from each school district.
The school-level average test score varies substantially across districts. According to the district means, the six school districts can be grouped into three categories: high (district 8), middle (districts 4, 6, and 7), and low (districts 3 and 9). The three categories roughly correspond to the income levels in the districts: wealthy, middle income, and poor.\(^\text{13}\)

Table 1 shows the descriptive statistics of student- and school-level variables used in our empirical analysis. In addition to the mean and the standard deviation, we report the proportion of the within-district sum of squares (in deviation from the district mean) in the total sum of squares (in deviation from the overall mean).\(^\text{14}\) The mean and the standard deviation of the CSAT scores are reported at individual (panel A) and school (panel B) levels. The within-district variation accounts for 69-99\% of the total variation in school characteristics (except for class size), but only 44-57\% of the total variation in school-level averages of Korean and/or English CSAT scores can be explained by within-district variation. Therefore, a major portion of the test score variation across schools is likely due to student-level sorting across school districts. Meanwhile, the large proportion of within-district variation in school characteristics implies that school characteristics should be controlled to disentangle the APE of a specific school input from many other confounding factors. The district-specific mean and standard deviation of school characteristics are shown in Table B2.

Although we do not observe student characteristics in our main dataset, Table B3 reports the mean of students’ baseline characteristics across school districts from the KELS data. Given that school district identifiers or school names are not provided in the KELS data, we impute school districts in Seoul by grouping middle schools that send their students to an overlapping set of high schools. This procedure finds 11 school districts (11 school districts are indeed established in Seoul), but we cannot map these districts into the school districts in our main data. However, we find a considerable degree of sorting of students among the imputed districts. As shown in Section 4.1, even a small degree of sorting results in a substantial variation in the APE of school characteristics by district.

---

\(^{13}\) The income levels can be inferred from the 2000-2006 average housing price (in 10,000’s of 2009 KRW/m\(^2\)): 280.0, 229.1, 520.4, 375.4, 676.9, and 315.0 in districts 3, 4, 6, 7, 8, and 9, respectively. The housing price statistics are from the database maintained by the Mirae Asset Real Estate, which is a leading real estate investment company in Korea (https://www.r114.com).

\(^{14}\) For time-varying variables, we compute the within-district-year sum of squares.
### Table 1: Descriptive Statistics

<table>
<thead>
<tr>
<th>Variable Type</th>
<th>Boys</th>
<th>Girls</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean [SD]</td>
<td>% within-dist. variation</td>
</tr>
<tr>
<td>A. Student-level CSAT scores&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>-0.023 [1.001]</td>
<td>95.1</td>
</tr>
<tr>
<td>Korean</td>
<td>-0.082 [1.015]</td>
<td>97.0</td>
</tr>
<tr>
<td>English</td>
<td>0.032 [0.976]</td>
<td>94.3</td>
</tr>
<tr>
<td>B. School-level average CSAT scores&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>-0.066 [0.294]</td>
<td>44.2</td>
</tr>
<tr>
<td>Korean</td>
<td>-0.119 [0.240]</td>
<td>47.5</td>
</tr>
<tr>
<td>English</td>
<td>-0.012 [0.309]</td>
<td>42.8</td>
</tr>
<tr>
<td>C. School-level characteristics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single-sex school</td>
<td>0.409 [0.494]</td>
<td>97.2</td>
</tr>
<tr>
<td>Private school</td>
<td>0.495 [0.503]</td>
<td>91.1</td>
</tr>
<tr>
<td>School establishment year</td>
<td>1,977.0 [25.0]</td>
<td>88.9</td>
</tr>
<tr>
<td>Class size</td>
<td>35.2 [2.5]</td>
<td>42.1</td>
</tr>
<tr>
<td>Total enrollment</td>
<td>1,422.8 [279.2]</td>
<td>76.1</td>
</tr>
<tr>
<td>Number of teachers</td>
<td>83.6 [13.5]</td>
<td>79.5</td>
</tr>
<tr>
<td>Fraction of female teachers</td>
<td>0.400 [0.190]</td>
<td>90.5</td>
</tr>
<tr>
<td>Fraction of regular teachers</td>
<td>0.895 [0.067]</td>
<td>92.0</td>
</tr>
<tr>
<td>Annual school spending&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2,146,877 [1,052,292]</td>
<td>88.4</td>
</tr>
</tbody>
</table>

Notes: Data are from the Korean Ministry of Education. The analysis sample includes 57,443 male students (26,669 in 2008 and 30,774 in 2009) at 55 coed and 38 all-boys high schools and 52,271 female students (24,140 in 2008 and 28,131 in 2009) at 55 coed and 34 all-girls high schools. Standard deviations are in brackets.

<sup>a</sup> For time-invariant variables, the proportion of the within-district sum of squares in the total sum of squares is reported. For time-varying variables, the proportion of the within-district-year sum of squares in the total sum of squares is reported.

<sup>b</sup> The unit of observation is individual for student-level variables, school for time-invariant school-level variables, and school-year for time-varying school-level variables.
The combined score is the sum of Korean and English scores. The CSAT scores are standardized to have zero mean and unit variance. For CSAT applicants who were absent during the exam, missing raw scores on Korean or English are imputed with zeros.

Annual school spending measures the school operating budget per academic year excluding teacher or staff salaries. Approximately 1,100 KRW is worth 1 USD.

IV. Potential Outcomes Framework

We construct a potential outcomes model of education production tailored to the institutional setting of our data, that is, random assignment of students to schools within each school district.

Let \( D = \{1, \ldots, N_D\} \) denote the collection of school districts in Seoul where high school assignment is random. Let \( I = \{1, \ldots, N_I\} \) be the population of high school seniors in these school districts who were randomly assigned to their schools. \( S_d = \{1, \ldots, N_s(d)\} \) denotes the collection of high schools in school district \( d \in D \), where \( N_s(d) \) is the number of high schools in district \( d \). The analysis period is denoted by \( T = \{2008, 2009\} \).

Our econometric framework is based on the potential outcomes of student \( i \in I \) attending school \( s \in S_d \) in district \( d \in D \) and year \( t \in T \). We assume a linear random coefficient model of education production as follows:

\[
Y_i(s,t,d) = \alpha_i^s X_i + \beta_i^d Z_i + \gamma_i t_i + \delta_i u_i + \eta_i \epsilon_i.
\]  

The potential outcome \( Y_i(s,t,d) \) is the potential CSAT score of student \( i \) if (s)he attends school \( s \) (that is in district \( d \)) in year \( t \). Observed school inputs are denoted by \( X_i \) and \( Z_i \), which are vectors of time-invariant and time-varying school characteristics, respectively. \( t_i \) and \( u_i \) are time-invariant and time-varying unobserved school inputs, respectively. \( \epsilon_i \) represents unobserved district characteristics.\(^{16}\) We allow for educational productivity (or sensitivity to school inputs) to vary across individuals. Heterogeneous effects of school inputs and district characteristics on test scores are represented by a vector of coefficients, \( \theta_i = (\alpha_i^s, \beta_i^d, \gamma_i, \delta_i, \eta_i)' \).

The potential outcomes model in equation (1) assumes that a student’s potential test scores are determined by the interaction between the student’s productivity \( \theta_i \).\(^{17}\)

\(^{15}\) We use “high school senior” and “student” interchangeably.

\(^{16}\) The time effects are excluded in equation (1) because each year’s CSAT scores are normalized.

\(^{17}\) We do not restrict the relationship between productivity \( \theta_i \) and characteristics or quality of students. A high-achieving student can benefit more or less than a low-achieving student from a
and school and district characteristics,

\[ F_{i,s,d} = (X'_{i}, Z'_{i}, e'_{i}, u_{i,s}, e_{d})'. \]

Thus,

\[ Y_{i}(s,t,d) = \theta F_{i,s,d}. \]

The potential outcomes model in equation (1) is motivated by the textbook potential outcomes model that defines \( Y_{0i} - Y_{1i} \) as the treatment effect for person \( i \) when the treatment is binary.\(^{18}\) Note that the textbook potential outcomes model is nonparametric and naturally allows for treatment effect heterogeneity. We assume the linear and interactive functional form in equation (1) to take into account the multidimensional nature of the treatment because each school is a package of various educational inputs. Assuming linearity is convenient when we analyze the effect of a subset of the multiple treatment components. Other than the functional form assumption, our potential outcomes model can be considered a natural extension of the textbook potential outcomes model.

In our data, we observe \( (Y_{i}, S_{i}, T_{i}, D_{i}) \) at the individual level and \( (X'_{i}, Z'_{i}) \) at the school level. \( S_{i} \) denotes the school that student \( i \) attends. \( T_{i} \) denotes the senior year of student \( i \) and also represents the birth cohort. \( D_{i} \) is the school district where student \( i \) lives and school \( S_{i} \) is located. Notably, student \( i \)'s CSAT score observed in the dataset is determined by the realized school assignment, birth cohort, and district choice as follows:

\[ Y_{i} = Y_{i}(S_{i}, T_{i}, D_{i}). \] \( (2) \)

The sampling scheme of the observed and unobserved variables is described in the following assumptions.

**Assumption 1** (Individual Productivity). Individual productivity \( \theta_{i} \) is randomly drawn as \( \theta_{i} - i.i.d. \ (\Theta, \Sigma_{\theta}) \).

---

\(^{18}\) When treatment takes more than two values, the potential outcomes can be expressed by a function \( f_{i}(k) \) for person \( i \) and treatment value \( k \), as described in Angrist and Pischke (2009). A well-known example is when the treatment is years of education and the outcomes are earnings. In this case, \( f_{i}(m) - f_{i}(n) \) is the earnings effect of person \( i \) obtaining \( m \) instead of \( n \) years of education. In a regression model, a single error at all levels of education implies that the joint distribution of potential outcomes at all levels of education is identified. Because this joint distribution is not identified, we do not use the implications of the one-dimensional error. Nevertheless, we maintain the single error to facilitate the exposition.
Assumption 1 assumes that the productivities of individual students $\theta_i$ are randomly drawn from a superpopulation of students. Note that our data have all high school seniors in two cohorts who were randomly assigned to their schools. Thus, we do not have a random sample from the population of these high school seniors.

Assumption 2 (Random School Assignment within Districts and No Cohort Effects). We assume that school assignment $S_i$ and cohort effects $T_i$ are independent of individual characteristics $\theta_i$ within each school district $D_i$, that is,

$$\theta_i \perp (S_i, T_i) \mid D_i.$$  

The orthogonality between school choice $S_i$ and individual productivity $\theta_i$ within districts is based on within-district random school assignment. However, potential threats to the validity of the assumption remain.

First, students may sort within school districts (e.g., across neighborhoods smaller than a school district) if they believe they can increase their chances of being assigned to a particular school by living nearby. If commuting distance is considered in the school assignment process as many people conjectured, then (quasi-)experiment sites will be the neighborhoods within a school district and not the entire district. Then, the estimates on school input effects based on misspecified site boundaries will not be entirely free of selection bias. However, our proposed method is still valid for correcting bias from endogenous site selection as long as we have information on the exact boundaries between sites where the orthogonality assumption holds.

Second, students (and their parents) can adjust out-of-school educational inputs (e.g., private tutoring, parental involvement, and student effort) in reaction to school quality, and the non-school inputs may partly account for students’ academic performance. In our potential outcomes model, $\theta_i$ represents innate productivity unaffected by school assignment and thus excludes such behavioral responses. This condition is not unrealistic in our case given that we find little effect of school environment (single-sex status and class size) on parental and student behaviors, including expenditures on private out-of-school education, parental support and supervision of student learning, and student’s homework or self-study hours, from the KELS data. We will need a multi-period model as in Todd and Wolpin (2003) to rigorously consider the aforementioned responses as mediating outcomes in

---

19 We abstract from the possibility of within-district sorting following the majority of previous studies that exploit random high school assignment in Seoul: Park et al. (2012, 2013, 2018), Choi et al. (2015), Sohn (2016), Dustmann et al. (2017), and Hahn et al. (2018). See Online Appendix B.1 for a discussion of high school assignment in Seoul.
education production. Our data contain no information about family inputs to implement such a full-fledged model, and this limitation is shared with many of the existing studies on school input effects.

The assumption that the distribution of $\boldsymbol{\theta}$ is the same in two different cohorts does not directly follow from the random assignment. However, given that we are considering cohorts born in two consecutive years, the random coefficients can be assumed to have the same distribution in 2008 and 2009 within a school district.

The sampling variation of our estimators is due to the sampling of $\boldsymbol{\theta}$ and the random assignment to school $S_i$ and cohort $T_i$. We condition on school and district characteristics and district choice.

**Assumption 3 (School and District Characteristics).** All of the school- and district-level variables, $F = \{ F_{s,t,d} : s \in S_i, t \in T_i, d \in D \}$, are fixed.

We treat school and district characteristics as predetermined, that is, we assume that school and district characteristics do not depend on student characteristics $\mathbf{\theta}$.

If this assumption holds, treating school and district characteristics as fixed does not bias our estimates.

In the inference, we also condition on the district choices $(D_1, \ldots, D_N)$ of the students (or their parents). We do not have enough information on the students or their parents to construct and estimate a model of district choice. However, district choice likely depends on $\mathbf{\theta}$. Thus, the distribution of $\mathbf{\theta}$ will be different across districts due to self-selection into districts.

In Section 4.1, we explore the effect of self-selection into districts on the district average of $\mathbf{\theta}$. The average productivity of students in district $d$ is the district-specific APE denoted by

$$\mathbf{\theta}_d = (\alpha_d', \beta_d', \gamma_d, \delta_d, \eta_d)' = \mathbb{E}(\mathbf{\alpha}', \mathbf{\beta}', \gamma, \delta, \eta | D_i = d).$$

We show in Section 5 that the population APE, which is the parameter of interest, is unaffected by (endogenous) district choice unlike the district-specific APE.

We introduce notations that will be used in the following sections. Let $N_i(s, t, d) = \sum_{s \in I} \mathbb{I}(S_i = s, T_i = t, D_i = d)$ denote the number of high school seniors at school $s$ (in district $d$) in year $t$. $N_i(s, d) = \sum_{t \in T} N_i(s, t, d)$ is the number
of students at school \( s \) (in district \( d \)) in all years. Similarly, \( N_i(d) = \sum_{s \in S} N_i(s,d) \) is the number of students in district \( d \) in all years. Note that \( u_i'(d) = \frac{N_i(s,d)}{N_i(d)} \) and \( w_i'^\prime_s = \mathbb{P}[S_s = s | D_s = d] \) are consistent estimators of \( u_i'(d) = \mathbb{P}[S_s = s | D_s = d] \) and \( w_i'^\prime_s = \mathbb{P}[T_t = i | S_s = s, D_t = d] \), respectively, if \( N_i \rightarrow \infty \).

### 4.1. A Simple Numerical Example

In this subsection, we provide a simple numerical example to illustrate that differences in students and district characteristics can cause endogenous sorting into districts and subsequently result in heterogeneous district-specific APE, \( \{(\alpha'_d, \beta'_d), d \in D \} \). For simplicity, we assume a setting with a single binary school characteristic (e.g., single-sex school), one time period, and two school districts.

In the simplified setting, the potential outcomes model in equation (1) becomes

\[
Y_i(s,d) = \alpha_d X_i + \eta_i c_s, \tag{4}
\]

where \( X_i \) is a binary school characteristic, \( d \in \{1,2\} \), and \( s \in S_j \).

Under random assignment to schools within each district, the expected outcome if district \( d \) is chosen is

\[
U_i(d) = \alpha_d \mathbb{P}[X_i = 1 | D_i = d] + \eta_i c_s = \alpha_d P_d + \eta_i c_s,
\]

where the uncertainty is over \( X_i \). \( P_d = \sum_{s \in S} X_i u_i'(d) \) denotes the probability of being assigned to a school with \( X_i = 1 \) in district \( d \).

Suppose that student \( i \) chooses his or her school district by maximizing the expected outcome, that is, student \( i \) locates in district 1 over 2 if and only if \( U_i(1) \geq U_i(2) \). In this case,

\[
D_i = 2 - I\{\alpha_d p + \eta_i c \geq 0\},
\]

where \( p = P_1 - P_2 \) and \( c = e_1 - e_2 \). \( p \) is the difference in the probability of being assigned to a school with \( X_i = 1 \) and \( c \) is the difference in other characteristics between two districts.

We generate the data by setting \( \alpha_i \sim N(0,1) \), \( \eta_i \sim N(0,1) \), and \( (p,c) = \{(0,0.2),(0.2,0),(0.2,0.2)\} \). When \( (p,c) = (0,0.2) \), district choice depends only on \( \eta_i \). When \( (p,c) = (0.2,0) \), district selection depends only on \( \alpha_i \). Selection depends on both types of individual heterogeneity in the more general case of \( (p,c) = (0.2,0.2) \). Notably, the APE is 0, and half of the students live in either district in all cases. Thus, the students are indifferent between the two districts on average.
Table 2 presents the results for 10,000 repetitions with 20,000 observations each. We report the sample average of $\alpha_i$ in the entire sample (panel A) and by district (panel B). The simulation results show that, even if students are indifferent between the two districts on average, small differences in the probability of being assigned to district $1$ between the districts result in substantial deviations (half the standard deviation) of the district-specific APE from the population APE. This result can be observed from the positive selection in district 1 and the negative selection in district 2 with respect to $\alpha$ and/or $\eta$. This finding supports our interpretation of the differences in APE across districts as a consequence of self-selection into districts and not of omitted school inputs.

V. Estimation of and Inference on Average Partial Effects

The parameters of interest are the APE of the observed school inputs $X_i$ and $Z_{i,j}$:

$$(\alpha', \beta')' = \sum_{d=1}^{D} \mathbb{E}[ (\alpha_i', \beta_i')' | D_i = d | \omega_d = \sum_{d=1}^{D} (\alpha_i', \beta_i')' \omega_d ],$$

(5)

where $\omega_d = \frac{N_i(d)}{N_i}$ is the fraction of individuals who choose school district $d$. Note that the APE is invariant to the district choice of students (or their parents).
If the district choice is independent of individual productivity, the average productivity is identical across districts, that is, \((\alpha', \beta') = (\alpha'_d, \beta'_d)\). This condition holds even if productivity levels are heterogeneous across individuals. Thus, we take into account the possibility of district selection being endogenous, that is, dependent on \(\theta_i\), by explicitly allowing that the average productivity varies across school districts.

### 5.1. Identification

To identify the APE \((\alpha', \beta')\), we need to identify the district-specific school input effects \((\alpha'_d, \beta'_d)\) for each school district \(d \in D\). This subsection provides sufficient conditions under which \((\alpha'_d, \beta'_d)\) is identified.

Based on the potential outcomes in equation (1) and the observed outcome in equation (2), the observed test score of student \(i\) attending the assigned school \(S_i\) in the district of his or her choice \(D_i = d\) in year \(T_i\) is expressed as

\[
Y_i = \alpha' X_{iS} + \beta' Z_{iS,T} + \gamma' \nu_{iS} + \delta' u_{iS,T} + \eta_i \epsilon_d
\]

where

\[
\epsilon_i = (\alpha_d - \alpha_i)X_{iS} + (\beta_d - \beta_i)Z_{iS,T} + (\gamma_i - \gamma_d)\nu_{iS} + (\delta_i - \delta_d)u_{iS,T} + (\eta_i - \eta_d) \epsilon_d.
\]

The independence of \(\theta_i\) and \((S_i, T_i)\) conditional on \(D_i = d\) in Assumption 2 implies that

\[
\mathbb{E}[\epsilon_i | S_i, T_i, D_i = d] = 0.
\]

The expectation is the average over the conditional distribution of productivities \((\alpha'_d, \beta'_d, \gamma'_d, \delta_d, \eta_d)\)' for students in school \(S_i\), district \(d\), and year \(T_i\).

Note that equation (6) is a linear regression model for data on students and schools in district \(d\). In the district-specific regression, \(X_{iS}\) and \(Z_{iS,T}\) are regressors, \(\gamma_i \nu_{iS} + \delta_i u_{iS,T} + \epsilon_i\) is a composite regression error, and \(\eta_d \epsilon_d\) is the intercept.

We need to impose restrictions on the relation between observed and unobserved school characteristics to identify the regression coefficients \((\alpha'_d, \beta'_d)\)' in equation (6).

**Assumption 4 (Orthogonality Conditions).** For each \(d \in D\), we assume that
In Assumption 4 (i), we assume no correlation between the observed and unobserved time-constant school characteristics across schools within a district. In (ii), we assume that the time-constant observed school inputs are also uncorrelated with the time-average of the time-varying unobserved school input. In (iii), we assume that the time-varying part of \( Z \), that is, \( Z_{jt} \) minus its time average, is uncorrelated with the time-varying unobserved school input \( u_{jt} \). The time average of \( Z_{jt} \) and \( u_{jt} \) can be correlated.

We have one time-varying and one time-invariant school characteristic of interest, namely, class size and single-sex education, respectively. Thus, we have to include additional school characteristics as controls to ensure that Assumption 4 holds. Accordingly, the assumption is that (i), (ii), and (iii) hold for the variables of interest, conditional on the control variables.

Time-varying control variables include total enrollment, number of teachers, fraction of regular teachers, fraction of female teachers, and log of annual school spending.22,23 Time-invariant control variables include a private school indicator, school establishment year, and the interaction between the two variables.24

If Assumption 4 is violated, our estimates of the class size and single-sex effects are subject to omitted variable bias (OVB). We evaluate the robustness of our estimates to potential OVB by applying the method proposed by Altonji et al. (2005)

---

22 Annual school spending in our data is the school operating budget in an academic year excluding salaries for school personnel. The school operating budget covers expenditures on supplies, utilities, facilities, and academic or athletic programs. In Korea, teachers at public and private schools are paid according to a salary schedule set by the government. However, this information is unavailable in our data. Thus, by including spending on non-personnel items, number of teachers, and total enrollment in the covariate list, we effectively control for school resources per student.

23 The annual school spending is measured in thousands of 2009 KRW. Approximately, 1,100 KRW is worth 1 USD.

24 The private status and the age of school control for unobserved teacher quality, which is known to have a considerable impact on students’ academic achievement (Rivkin et al., 2005). The reasons are twofold: 1) public and private schools have different teacher hiring processes, and 2) schools with longer history and stronger alumni network usually try to recruit better teachers to maintain their alumni power than their counterparts. Given that single-sex schools are three times more likely to be private and 23 years older than coed schools on average, unobserved teacher quality is likely to be systematically different between the two types of schools.
and Oster (forthcoming) (AET-Oster hereinafter). The idea is to gauge the magnitude of the bias from omitted unobserved confounders under the assumption that selection on unobservables is proportional to selection on observables. Table B4 shows that the bias-adjusted estimates from the AET-Oster method are similar to our APE estimates. Online Appendix B.4 presents further details.

**Assumption 5 (Rank Conditions).** For each \( d \in D \), we assume that the matrices

\[
\sum_{r \in D_j} w_{j,d} \left( X_{r,d} - \sum_{r \in D_j} w_{j,d} X_{r,d} \right) \left( X_{r,d} - \sum_{r \in D_j} w_{j,d} X_{r,d} \right) ^{\prime}
\]

and

\[
\sum_{r \in D_j} w_{j,d} \sum_{t \in T} w_{t,r} \left( Z_{r,t,d} - \sum_{t \in T} w_{t,r} Z_{r,t,d} \right) \left( Z_{r,t,d} - \sum_{t \in T} w_{t,r} Z_{r,t,d} \right) ^{\prime}
\]

are positive definite.

Assumption 5 precludes perfect multicollinearity of the observed school inputs for the time-constant school input in deviation from its district average and for the time-varying input in deviation from its time average. \( \alpha \) and \( \beta \) are identified from the variation in time-constant school resources across schools within each district. \( \beta \) and \( \beta \) are identified from the variation in time-varying school resources within schools over time.

**Theorem 1.** Under Assumptions 2, 4, and 5, the district-specific APE \( (\alpha', \beta') \) in equation (3) and the population APE \( (\alpha', \beta') \) in equation (5) are identified.

**Proof.** See Appendix A.1. \( \square \)

### 5.2. Estimation and Statistical Inference

A natural estimator of the APE is the sample analog of equation (5), that is, we estimate the APE of school inputs by taking the weighted average of the estimated coefficients on the time-invariant and time-varying school characteristics in regression equation (6),

\[
(\hat{\alpha}', \hat{\beta}') = \sum_{d \in D} (\alpha', \beta') w_{j,d}.
\]
We use the fraction of CSAT takers in each school district as the weight.\(^{25}\)

We implement a two-step estimation procedure using data on individual test scores and school characteristics from school district \(d\) to estimate the district-specific effects of school inputs \((\alpha_d', \beta_d')\).\(^{26}\) We first estimate the effect of time-varying school inputs \(\beta_d\) and then estimate the effect of time-invariant school inputs \(\alpha_d\) using the estimates obtained in the first step. The estimators \(\hat{\alpha}_d\) and \(\hat{\beta}_d\) obtained from the two-step estimation are consistent. The asymptotic properties of the school input effect estimators are described in Online Appendix B.5.

**Step 1. Estimation of \(\beta_d\):** The estimator that solves the sample version of the identifying moment condition in equation (A.1) is

\[
\hat{\beta}_d = \left[ \sum_{s \in D_d, i : i \neq d} \left( \frac{1}{N_{i}(s,d)} \sum_{i \in S_d} Z_{X_i, T_s} \right) \left( \frac{1}{N_{i}(s,d)} \sum_{i \in S_d} Z_{X_i, T_s} \right)' \right]^{-1} \times \sum_{s \in D_d, i : i \neq d} \left( \frac{1}{N_{i}(s,d)} \sum_{i \in S_d} Z_{X_i, T_s} \right) \left( Y_i - \frac{1}{N_{i}(s,d)} \sum_{i \in S_d} Y_i \right). \quad (9)
\]

Note that \(\hat{\beta}_d\) is the within estimator obtained from the individual-level ordinary least squares (OLS) regression of \(Y_i\) on time-varying school inputs \(Z_{X_i, T_s}\) and school fixed effects using data from school district \(d\).

**Step 2. Estimation of \(\alpha_d\):** The estimator that solves the sample version of the identifying moment condition in equation (A.2) is

\[
\hat{\alpha}_d = \left[ \sum_{i \in D_d \setminus d} \left( \frac{1}{N_{i}(d)} \sum_{i \in D_d \setminus d} X_i \right) \left( \frac{1}{N_{i}(d)} \sum_{i \in D_d \setminus d} X_i \right)' \right]^{-1} \times \sum_{i \in D_d \setminus d} \left( \frac{1}{N_{i}(d)} \sum_{i \in D_d \setminus d} X_i \right) \left( Y_i - \hat{\beta}_d' Z_{X_i, T_s} \right). \quad (10)
\]

Using data from school district \(d\), \(\hat{\alpha}_d\) is computed by the individual-level OLS regression of \(Y_i - \hat{\beta}_d' Z_{X_i, T_s}\) on \(X_i\) with a constant term.

---

\(^{25}\) The APE estimates are robust to using the fraction of high school seniors (12th graders) in each district or the fraction of high school freshmen (10th graders) at random assignment in each district as the weight.

\(^{26}\) The codes used for the APE estimation are available upon request.
In estimation of $\text{Var}(\hat{\alpha}_d)$ and $\text{Var}(\hat{\beta}_d)$, we use White’s robust standard errors clustered at the school-by-cohort level to account for heteroskedastic errors in the random coefficient specification and the correlation of individual outcomes within each school and cohort in a school district. The sampling variation of $\hat{\beta}_d$ estimated in the first step is taken into account when the standard error of $\hat{\alpha}_d$ in the second step is computed. Appendix A.2 shows the formula of the standard errors of $\hat{\alpha}_d$ and $\hat{\beta}_d$, and Online Appendix B.5 shows the derivations.

Based on the APE estimator in equation (8) and Assumption 3, the vector of estimated variances of $\hat{\alpha}$ and $\hat{\beta}$ are expressed as

$$
\tilde{\sigma}_a^2 = \sum_{d \in D} \text{diag}(\text{Var}(\hat{\alpha}_d))w_d^2, \quad \tilde{\sigma}_\beta^2 = \sum_{d \in D} \text{diag}(\text{Var}(\hat{\beta}_d))w_d^2,
$$

where $\text{diag}(\text{Var}(\hat{\alpha}_d))$ and $\text{diag}(\text{Var}(\hat{\beta}_d))$ are the diagonal elements of $\text{Var}(\hat{\alpha}_d)$ and $\text{Var}(\hat{\beta}_d)$, respectively.

### VI. Empirical Results

#### 6.1. Average Partial Effect Estimates

The main estimation results are presented in Table 3. The estimated effects of single-sex schooling and class size on the CSAT score are reported for boys and girls separately.27 As mentioned above, the CSAT score and the estimates are in standard deviation units. Panel A presents our preferred estimates controlling for time-varying and time-invariant school characteristics that are potentially confounded with variables of interest, namely, single-sex indicator and class size. The estimates without controls are reported in panel B.

The APE estimates in the first row of panel A show that single-sex schools have nearly zero or insignificant negative effects on the academic performance of male and female students (-0.003 on boys’ CSAT scores and -0.041 on girls’). Controlling for other confounding factors is important when estimating the effect of single-sex schooling. The reason is that we rely on the “selection on observables” in Assumption 4 to identify the APE of a time-invariant school input within each school district. Notably, the large positive estimates of the single-sex school effect in panel B (0.148 for boys and 0.106 for girls) disappear when the school characteristics listed in Section 5.1 are controlled in the regression. A robustness check using the

---

27 We conduct a separate analysis by gender because high school assignment lotteries are separate for male and female students.
Table 3 Effects of School Inputs on the CSAT Score

<table>
<thead>
<tr>
<th></th>
<th>Boys</th>
<th></th>
<th>Girls</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single-sex</td>
<td>Class size</td>
<td>Single-sex</td>
<td>Class size</td>
</tr>
<tr>
<td>A. With controls</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All districts</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>APE</td>
<td>-0.003 (0.084)</td>
<td>-0.014 (0.003)**</td>
<td>-0.041 (0.068)</td>
<td>-0.006 (0.002)**</td>
</tr>
<tr>
<td>By district</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>District 3</td>
<td>0.472 (0.171)**</td>
<td>0.000 (0.009)</td>
<td>0.041 (0.123)</td>
<td>0.002 (0.006)</td>
</tr>
<tr>
<td>District 4</td>
<td>0.068 (0.294)</td>
<td>-0.016 (0.008)*</td>
<td>0.294 (0.137)**</td>
<td>-0.009 (0.004)**</td>
</tr>
<tr>
<td>District 6</td>
<td>-0.004 (0.049)</td>
<td>-0.022 (0.006)**</td>
<td>-0.077 (0.096)</td>
<td>0.000 (0.005)</td>
</tr>
<tr>
<td>District 7</td>
<td>-0.115 (0.218)</td>
<td>-0.020 (0.006)**</td>
<td>-0.672 (0.279)**</td>
<td>-0.016 (0.006)**</td>
</tr>
<tr>
<td>District 8</td>
<td>0.116 (0.111)</td>
<td>-0.007 (0.005)</td>
<td>0.162 (0.080)**</td>
<td>-0.004 (0.006)</td>
</tr>
<tr>
<td>District 9</td>
<td>-0.727 (0.361)**</td>
<td>-0.017 (0.009)*</td>
<td>0.086 (0.168)</td>
<td>-0.004 (0.008)</td>
</tr>
<tr>
<td>Testing school input effects identical across districts</td>
<td>( \chi^2 )-statistic</td>
<td>12.61 [0.027]</td>
<td>7.50 [0.186]</td>
<td>13.48 [0.019]</td>
</tr>
<tr>
<td>B. No controls</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All districts</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>APE</td>
<td>0.148 (0.027)**</td>
<td>-0.010 (0.002)**</td>
<td>0.106 (0.029)**</td>
<td>0.005 (0.001)**</td>
</tr>
<tr>
<td>By district</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>District 3</td>
<td>0.068 (0.078)</td>
<td>-0.004 (0.007)</td>
<td>0.085 (0.077)</td>
<td>0.003 (0.005)</td>
</tr>
<tr>
<td>District 4</td>
<td>0.214 (0.061)**</td>
<td>-0.014 (0.005)**</td>
<td>0.200 (0.052)**</td>
<td>0.010 (0.003)**</td>
</tr>
<tr>
<td>District 6</td>
<td>0.034 (0.045)</td>
<td>-0.015 (0.002)**</td>
<td>0.018 (0.053)</td>
<td>0.004 (0.002)*</td>
</tr>
<tr>
<td>District 7</td>
<td>0.190 (0.090)**</td>
<td>0.001 (0.004)</td>
<td>0.029 (0.109)</td>
<td>0.008 (0.003)**</td>
</tr>
<tr>
<td>District 8</td>
<td>0.186 (0.047)**</td>
<td>-0.008 (0.005)*</td>
<td>0.146 (0.044)**</td>
<td>0.011 (0.003)**</td>
</tr>
<tr>
<td>District 9</td>
<td>0.189 (0.045)**</td>
<td>-0.024 (0.006)**</td>
<td>0.192 (0.058)**</td>
<td>-0.013 (0.005)**</td>
</tr>
<tr>
<td>Testing school input effects identical across districts</td>
<td>( \chi^2 )-statistic</td>
<td>10.43 [0.064]</td>
<td>18.71 [0.002]</td>
<td>8.76 [0.119]</td>
</tr>
</tbody>
</table>

Notes: Data are from the Korean Ministry of Education. The analysis sample includes 57,443 male students (26,669 in 2008 and 30,774 in 2009) at 55 coed and 38 all-boys high schools and 52,271 female students (24,140 in 2008 and 28,131 in 2009) at 55 coed and 34 all-girls high schools. The CSAT score refers to the sum of Korean and English CSAT scores and is standardized to have zero mean and unit variance. For CSAT applicants who were absent during the exam, missing raw scores on Korean or English are imputed with zeros. Time-varying control variables include total enrollment, number of teachers, fraction of regular teachers, fraction of female teachers, and log of annual school spending (in thousands of 2009 KRW). Time-invariant control variables include a privatization indicator, school establishment year, and the interaction between the two variables. Robust standard errors clustered at the school-year level are in parentheses. Section 5.2 and Appendix A.2 provide additional details on standard error computation. \( p \)-values associated with \( \chi^2 \)-statistics are in brackets. * \( p < 0.10 \), ** \( p < 0.05 \), *** \( p < 0.01 \).

AET-Oster method shows that OVB is unlikely to be a major threat to the APE estimates in panel A (see Online Appendix B.4 and Table B4).28

28 By contrast, the specification used in Choi et al. (2014) seems subject to OVB. Online Appendix B.6 and Table B5 present a comparison with Choi et al. (2014).
Smaller classes appear to slightly increase the test scores for both genders. For boys, a one-student decrease in class size is associated with an increase in the CSAT score by 0.014 standard deviations, and the effect is statistically significant at the 1% level. The effect of class size reduction for girls is also positive and significant at the 5% level but is less than half in magnitude than that for boys. The APE estimate of the class size effect is very robust to different sets of control variables possibly because most of the confounding factors are absorbed by school fixed effects. This result can also be observed from the similarity between the estimated APE of class size reported in panels A (with controls) and B (without controls).29

The next six rows in panel A of Table 3 show district-specific coefficients on single-sex schooling and class size, which include district selection effects. The estimated effects of single-sex schooling on the CSAT score vary substantially across school districts. By contrast, the district-specific estimates of class size effects are considerably more homogeneous across school districts. This finding is confirmed by the $\chi^2$ tests on the null hypothesis that the school input effects are uniform across school districts. The null hypothesis is rejected at the 5% significance level for single-sex effects on boys and girls but not rejected at any conventional level of significance for class size effects on both genders.

The heterogeneous effects of a school input imply a substantial degree of sorting on the individual productivity of that input across school districts.30 The results suggest that the chance of getting into a single-sex school is an important factor for students and their parents in choosing their district in Seoul. However, we need a model for district choice to understand the exact mechanism of sorting, and our data are not rich enough to identify such a model.

Our estimation results are consistent with findings from previous studies on the effect of class size reduction or single-sex schools in secondary education. Benefits from smaller classes are found to be small (not more than 2% of a standard deviation of standardized test scores for a one-student change) or nonexistent in American, European, and Korean secondary schools (Rivkin et al., 2005; Wößmann and West, 2006; Chingos, 2012; Han and Ryu, 2017).31 The results are mixed on whether or how class size effects vary by student characteristics (Chingos, 2013; Jepsen, 2015). Meanwhile, the effect of single-sex schooling seems more heterogeneous than that of class size. Jackson (2012, 2016) finds single-sex schools

---

29 Class size is positively correlated with the CSAT score for girls when no control variables are applied, but the magnitude of the estimate is very small.

30 We present the estimation results for Korean and English CSAT scores in Tables B6 and B7, respectively. When the CSAT score on each section is used as an outcome variable, we normalize the test score to have zero mean and unit variance within each section. The results are qualitatively similar to the main findings using the total score in Table 3. However, the effects on the English score are more heterogeneous across districts than those on the Korean score.

31 Additional references can be found in Jepsen (2015).
ineffective in enhancing academic performance for most students but beneficial for
girls with strong preferences for single-sex schools or students with disadvantaged
backgrounds.

6.2. Comparison with Estimates from Conventional Linear Regressions

We compare the estimated APE of single-sex schooling and class size based on
our econometric framework with estimates from conventional linear regression
models that ignore endogenous district selection. The latter includes a linear
regression with district fixed effects that has been commonly used in previous
studies to exploit random assignment within districts.

We describe the main differences between our weighted average method for the
estimation of the APE and the commonly used linear regression method first by
using the numerical example with a single binary treatment $X_i$ in Section 4.1. We
report the sampling mean and 95% confidence interval of three estimators in panel
C of Table 2. Our method computes $\hat{\alpha}_{\text{APE}}$ by regressing $Y_i$ on $X_i$ using
observations in each district and taking the average of the district-specific coefficient
estimates on $X_i$ weighted by the fraction of students in each district. $\hat{\alpha}_{\text{DFE}}$ is
obtained from a linear regression of $Y_i$ on $X_i$ with district fixed effects and
$\hat{\alpha}_{\text{OLS}}$ from a linear regression of $Y_i$ on $X_i$ without district fixed effects.

We compare the performance of the three estimation methods in three illustrative
cases with different values of $(p, c)$. Our weighted average method recovers the
true average treatment effect of zero in all cases. If the district choice does not
depend on $\alpha$ (i.e., $p = 0$), then all three methods estimate the APE well.
However, the regression model with or without district fixed effects does not
effectively remove the selection bias generated by the dependence of the district
choice on $\alpha$ (i.e., $p > 0$). Note that the district fixed effects regression assumes
district selection is based only on $\eta$, whereas the simple linear regression model
assumes no endogenous selection (neither on $\alpha$ nor on $\eta$). The bias in $\hat{\alpha}_{\text{DFE}}$
is smaller than that in $\hat{\alpha}_{\text{OLS}}$ because district-specific intercepts partially remove
the selection bias.

Next, we extend the comparison to our real-world data. Since the students in
each cohort are randomly assigned to schools within each school district, we report
results from a specification that includes district-year fixed effects, as in Lee et al.
(2014), Sohn (2016), Dustmann et al. (2017), and Hahn et al. (2018). When we use
district fixed effects instead of district-year fixed effects, the estimation results
change little. A linear regression with district-year fixed effects (DFE) estimates the
following equation:

$$ Y_i = \beta_{\text{DFE}}^T X_i + \beta_{\text{DFE}}^T Z_i, + \sum_{t \leq d \in D} \lambda_{t,d} \mathbb{I}(T_i = t, D_i = d) + \chi_i. $$
Table 4 presents the estimated effects of single-sex schooling and class size from our approach and those from the DFE regression. In panel A with controls, the DFE model overestimates the effect of single-sex schools. Compared with the negative APE estimates from our approach, the estimates from the DFE regression are opposite in sign (positive) and larger in magnitude (-0.003 vs. 0.012 for boys and -0.041 vs. 0.061 for girls). However, the estimates from both methods are not significantly different from zero. For the class size effects, estimates from the DFE regressions are closer to zero (less negative or positive with a smaller magnitude) than our APE estimates. However, the difference is small (-0.014 vs. -0.008 for boys and -0.006 vs. 0.003 for girls).  
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In panel B without controls, the two approaches yield very similar estimates on the single-sex school effect. On the contrary, estimates from the DFE regressions are substantially larger than our estimates for the class size effect.

Notes: Data are from the Korean Ministry of Education. The analysis sample includes 57,443 male students (26,669 in 2008 and 30,774 in 2009) at 55 coed and 38 all-boys high schools and 52,271 female students (24,140 in 2008 and 28,131 in 2009) at 55 coed and 34 all-girls high schools. The CSAT score refers to the sum of Korean and English CSAT scores and is standardized to have zero mean and unit variance. For CSAT applicants who were absent during the exam, missing raw scores on Korean or English are imputed with zeros. Time-varying control variables include total enrollment, number of teachers, fraction of regular teachers, fraction of female teachers, and log of annual school spending (in thousands of 2009 KRW). Time-invariant control variables include a private indicator, school establishment year, and the interaction between the two variables. Robust standard errors clustered at the school-year level are in parentheses. Section 5.2 and Appendix A.2 present additional details on standard error computation for our approach. * $p<0.10$, ** $p<0.05$, *** $p<0.01$. 

<table>
<thead>
<tr>
<th></th>
<th><strong>Boys</strong></th>
<th></th>
<th><strong>Girls</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Our approach</td>
<td>DFE</td>
<td>OLS</td>
<td>Our approach</td>
</tr>
<tr>
<td><strong>A. With controls</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single-sex</td>
<td>-0.003</td>
<td>0.012</td>
<td>-0.070</td>
<td>-0.041</td>
</tr>
<tr>
<td>(0.084)</td>
<td>(0.047)</td>
<td>(0.053)</td>
<td>(0.068)</td>
<td>(0.052)</td>
</tr>
<tr>
<td>Class size</td>
<td>-0.014</td>
<td>-0.008</td>
<td>-0.033</td>
<td>-0.006</td>
</tr>
<tr>
<td>(0.003)**</td>
<td>(0.011)</td>
<td>(0.009)**</td>
<td>(0.002)**</td>
<td>(0.010)</td>
</tr>
<tr>
<td><strong>B. No controls</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single-sex</td>
<td>0.148</td>
<td>0.148</td>
<td>0.196</td>
<td>0.106</td>
</tr>
<tr>
<td>(0.027)**</td>
<td>(0.027)**</td>
<td>(0.041)**</td>
<td>(0.029)**</td>
<td>(0.029)**</td>
</tr>
<tr>
<td>Class size</td>
<td>-0.010</td>
<td>0.009</td>
<td>-0.009</td>
<td>0.005</td>
</tr>
<tr>
<td>(0.002)**</td>
<td>(0.009)</td>
<td>(0.009)</td>
<td>(0.001)**</td>
<td>(0.008)**</td>
</tr>
</tbody>
</table>

Table 4 presents the estimated effects of single-sex schooling and class size from our approach and those from the DFE regression. In panel A with controls, the DFE model overestimates the effect of single-sex schools. Compared with the negative APE estimates from our approach, the estimates from the DFE regression are opposite in sign (positive) and larger in magnitude (-0.003 vs. 0.012 for boys and -0.041 vs. 0.061 for girls). However, the estimates from both methods are not significantly different from zero. For the class size effects, estimates from the DFE regressions are closer to zero (less negative or positive with a smaller magnitude) than our APE estimates. However, the difference is small (-0.014 vs. -0.008 for boys and -0.006 vs. 0.003 for girls).

**Footnotes:**
32 In panel B without controls, the two approaches yield very similar estimates on the single-sex school effect. On the contrary, estimates from the DFE regressions are substantially larger than our estimates for the class size effect.
33 We also report estimates from pooled OLS regressions without district or district-year fixed effects in Table 4. The OLS estimates of single-sex and class size effects are likely biased and indeed quite
Both in the numerical example and the empirical application, the estimate of the APE is upwardly biased if district fixed effects are used to control for selection into districts. Therefore, it is not surprising that previous studies using the DFE model and within-district random assignment in Seoul report a large positive estimate (around 0.1 standard deviation of a standardized test score) of the single-sex effect. However, the bias in the DFE estimator can go either way depending on the sign and the magnitude of district-specific APE and the within-district variance of the school input. If there is more variation in the school input in districts with positive selection than in districts with negative selection, the DFE estimate will be biased upwards (and vice versa).

VII. Conclusion

In this study, we propose an econometric framework to estimate the average partial effects (APE) of school inputs on students’ academic performance by exploiting within-district school lotteries. Our estimation method is implemented using data on CSAT scores and high school characteristics from Seoul, Korea in the period of 2008-2009. Identification relies on the fact that self-selection occurs across school districts but not into schools within each district. We focus on the effects of single-sex schooling and class size to illustrate the APE estimation of time-invariant and time-varying school inputs.

In our potential outcomes model, each student’s academic outcome is determined by observed and unobserved school inputs that interact with the student’s productivity. From the random coefficient model of individual-level education production, we derive a district-specific linear regression equation of individual academic outcomes on school inputs. The district-specific effects of school inputs are estimated in two steps within each district: the coefficients on time-varying school inputs are estimated first and then the coefficients on time-invariant school inputs are estimated using the estimates from the first step. The APE estimates are the weighted average of the district-specific estimates.

The Monte Carlo simulations show that even a modest difference in school characteristics across districts can lead to a substantial degree of sorting. In the empirical analysis on Seoul high schools, we find a small positive effect of smaller classes but no evidence on benefits of single-sex schools. A substantial degree of across-district heterogeneity is observed especially in the effect of single-sex schools. This finding is consistent with the results from the simulation analysis. We also

---

different from our APE estimates or the DFE estimates. A systematic pattern cannot be found in the sign or magnitude of the bias.

34 See Park et al. (2013), Lee et al. (2014), and Dustmann et al. (2017).
show that estimates from a conventional linear regression with district(-year) fixed effects, which only partially corrects for endogenous sorting across school districts, are biased.

Although we focus on the case of within-district high school lotteries and education production in Seoul, the multi-site experiment framework can be applied to a broader range of randomized controlled trials and natural experiments conducted in multiple locations or groups. Our work complements studies on multi-site experiments that focus on the external validity with endogenous site selection (Hotz et al., 2005; Allcott, 2015).
Appendix A.1. Proof of Theorem 1

From equations (6) and (7), we have

\[ Y_i - E[Y_i | S_i, D_i = d] = \beta_d' \left( Z_{S_i, T_i} - \sum_{i \in T} w_{S_i, a} Z_{S_i, a} \right) = \delta_d' \left( u_{S_i, T_i} - \sum_{i \in T} w_{S_i, a} u_{S_i, a} \right) + \varepsilon_i. \]

In this expression, \( E[Y_i | S_i, D_i = d] \) is the time-average outcome in school \( S_i \) and district \( d \), that is,

\[ E[Y_i | S_i, D_i = d] = \sum_{i \in T} w_{S_i, a} E[Y_i | S_i, T_i = t, D_i = d]. \]

Under Assumption 4, the right-hand side error is uncorrelated with \( Z_{S_i, T_i} - \sum_{i \in T} w_{S_i, a} Z_{S_i, a} \).

Thus, if the inner \( E \) denotes an average over \( T_i | D_i = d \), we have the moment condition that identifies \( \beta_d \).

Identification of \( \beta_d \): Under Assumptions 2, 4, and 5, the regression coefficients \( \beta_d \) can be identified by the following moment condition:

\[ E \left[ \begin{array}{c} Y_i - E[Y_i | S_i, D_i = d] \\ -b_d'(Z_{S_i, T_i} - E[Z_{S_i, T_i} | S_i, D_i = d]) \end{array} \right] \left( Z_{S_i, T_i} - E[Z_{S_i, T_i} | S_i, D_i = d] \right) = 0 \]

\[ \Leftrightarrow h_d = \beta_d \quad \text{(A.1)} \]

where uniqueness follows from Assumption 5.

Identification of \( \alpha_d \): Once \( \beta_d \) is identified, we can treat the parameter as if it is known. We have

\[ Y_i - E[Y_i | D_i = d] = \alpha_d'(X_{S_i} - E[X_{S_i} | D_i = d]) - \beta_d'(Z_{S_i, T_i} - E[Z_{S_i, T_i} | D_i = d]) \]

\[ = Y_d(X_{S_i} - E[X_{S_i} | D_i = d]) + \delta_d'(u_{S_i, T_i} - E[u_{S_i, T_i} | D_i = d]) + \varepsilon_i. \]

Under Assumptions 2 and 4 (i) for the error term on the right-hand side, we have
\[ \mathbb{E}(v_{s, r} - \mathbb{E}[v_{s, r} \mid D_r = d]) (X_{s, r} - \mathbb{E}[X_{s, r} \mid D_r = d]) \mid D_r = d = 0. \]

From Assumption 4 \((ii)\), we have
\[ \mathbb{E}(u_{s, r, \tau} - \mathbb{E}[u_{s, r, \tau} \mid D_r = d]) (X_{s, r} - \mathbb{E}[X_{s, r} \mid D_r = d]) \mid D_r = d = 0. \]

Therefore, from Assumption 5, we can identify the regression coefficients \( \alpha_d \) by the following moment condition.
\[
\mathbb{E} \left[ Y_r - \mathbb{E}[Y_r \mid D_r = d] - \beta_d' (Z_{s, r, \tau} - \mathbb{E}[Z_{s, r, \tau} \mid D_r = d]) - a_s (X_{s, r} - \mathbb{E}[X_{s, r} \mid D_r = d]) \right] (X_{s, r} - \mathbb{E}[X_{s, r} \mid D_r = d]) \mid D_r = d = 0
\]
\[\Rightarrow a_s = \alpha_d \quad (A.2)\]

**A.2. Standard Errors of \( \hat{\alpha}_d \) and \( \hat{\beta}_d \)**

The OLS residuals from the first-step estimation are
\[
\hat{\xi}_{s, r, \tau, d} = Y_r - \frac{1}{N_r(S_r, d)} \sum_{j \in S_r} Y_j - \hat{\beta}_d' \left( Z_{s, r, \tau} - \frac{1}{N_r(S_r, d)} \sum_{j \in S_r} Z_{s, r, \tau} \right).
\]

The OLS residuals from the second-step estimation are
\[
\hat{\xi}_{s, r, \tau, d} = Y_r - \hat{\eta}_d \hat{c}_d - \hat{\alpha}_d' X_{s, r} - \hat{\beta}_d' Z_{s, r, \tau},
\]

where \( \hat{\eta}_d \hat{c}_d \) is the estimated constant term.

We estimate the asymptotic variance of \( \hat{\beta}_d \) by using White’s robust standard errors approach with clustering to account for heteroskedastic errors in the random coefficient specification and correlation of individual outcomes within each school and cohort in a school district:
\[
\text{Var}(\hat{\beta}_d) = \hat{\Sigma}_{\hat{\beta}} \hat{\Sigma}_{\hat{\beta}}^{-1}
\]

with
\[
\hat{\Sigma}_{\hat{\beta}} = \sum_{i \in S_r} \hat{\omega}_{\hat{\beta}, i} \sum_{i' \in I} \hat{\omega}_{\hat{\beta}, i'} \left( Z_{r, s} - \sum_{r' \in I} \hat{\omega}_{\hat{\beta}, r'} Z_{r', s} \right) \left( Z_{r, s} - \sum_{r' \in I} \hat{\omega}_{\hat{\beta}, r'} Z_{r', s} \right)',
\]

\[
\hat{\Sigma}_{\hat{\beta}}^{-1} = \sum_{i \in S_r} \hat{\omega}_{\hat{\beta}, i} \sum_{i' \in I} \hat{\omega}_{\hat{\beta}, i'} \left( Z_{r, s} - \sum_{r' \in I} \hat{\omega}_{\hat{\beta}, r'} Z_{r', s} \right) \left( Z_{r, s} - \sum_{r' \in I} \hat{\omega}_{\hat{\beta}, r'} Z_{r', s} \right)'.
\]
\[
\hat{\Sigma}_\beta = \sum_{i=0}^{T} \sum_{s,t,d} \left( \hat{\omega}_d \hat{\omega}_d \right) \hat{\xi}_{s,t,d}^2 \left( X_{s,t,d} - \sum_{r \in S_j} \hat{\omega}_r X_{s,t,d} \right) \left( Z_{s,t,d} - \sum_{r \in S_j} \hat{\omega}_r Z_{s,t,d} \right),
\]

and the average residual in cluster \( s,t,d \),

\[
\hat{\xi}_{s,t,d} = \frac{1}{N_j(s,t,d)} \sum_{i \in S_j} \hat{\epsilon}_{i,s,t,d}.
\]

The variance of \( \hat{\alpha}_a \) is estimated by

\[
\text{Var}(\hat{\alpha}_a) = \hat{A}_a^T (\hat{\Sigma}_{11} + \hat{\Sigma}_{12} - 2 \hat{\Sigma}_{12}) \hat{A}_a^{-1}
\]

with

\[
\hat{A}_a = \sum_{i \in S_j} \hat{\omega}_d \left( X_{s,t,d} - \sum_{r \in S_j} \hat{\omega}_r X_{s,t,d} \right),
\]

\[
\hat{\Sigma}_{11} = \sum_{i \in S_j} \sum_{r \in S_j} \left( \hat{\omega}_d \hat{\omega}_d \right) \hat{\xi}_{s,t,d}^2 \left( X_i - \sum_{r \in S_j} \hat{\omega}_r X_i \right) \left( X_i - \sum_{r \in S_j} \hat{\omega}_r X_i \right),
\]

\[
\hat{\Sigma}_{12} = \hat{\beta} \text{Var}(\hat{\beta}) \hat{\beta}',
\]

\[
\hat{\Sigma}_{12} = \sum_{i \in S_j} \sum_{r \in S_j} \left( \hat{\omega}_d \hat{\omega}_d \right) \hat{\xi}_{s,t,d}^2 \left( X_i - \sum_{r \in S_j} \hat{\omega}_r X_i \right) \left( Z_i - \sum_{r \in S_j} \hat{\omega}_r Z_i \right) \hat{A}_a \hat{\beta}',
\]

\[
\hat{\beta} = \left[ \sum_{i \in S_j} \sum_{r \in S_j} \hat{\omega}_d \hat{\omega}_d \left( X_i - \sum_{r \in S_j} \hat{\omega}_r X_i \right) \left( Z_i - \sum_{r \in S_j} \hat{\omega}_r Z_i \right) \right],
\]

and the cluster average of the residuals

\[
\hat{\xi}_{s,t,d} = \frac{1}{N_j(s,t,d)} \sum_{i \in S_j} \hat{\epsilon}_{i,s,t,d}.
\]

When computing the standard error of \( \hat{\alpha}_a \) in the second step, we take into account the sampling variation of \( \hat{\beta}_d \) estimated in the first step. Note that omitting \( \hat{\Sigma}_{12} - 2 \hat{\Sigma}_{12} \) yields White’s robust standard errors without considering the sampling variation of \( \hat{\beta}_d \).
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