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Indian Ocean warming as key driver of long-term positive
trend of Arctic Oscillation
Yong-Cheol Jeong 1, Sang-Wook Yeh 1✉, Young-Kwon Lim2,3, Agus Santoso 4,5,6 and Guojian Wang 4,7,8

Arctic oscillation (AO), which is the most dominant atmospheric variability in the Northern Hemisphere (NH) during the boreal
winter, significantly affects the weather and climate at mid-to-high latitudes in the NH. Although a climate community has focused
on a negative trend of AO in recent decades, the significant positive trend of AO over the last 60 years has not yet been thoroughly
discussed. By analyzing reanalysis and Atmospheric Model Inter-comparison Project (AMIP) datasets with pacemaker experiments,
we found that sea surface temperature warming in the Indian Ocean is conducive to the positive trend of AO from the late 1950s.
The momentum flux convergence by stationary waves due to the Indian Ocean warming plays an important role in the positive
trend of AO, which is characterized by a poleward shift of zonal-mean zonal winds. In addition, the reduced upward propagating
wave activity flux over the North Pacific due to Indian Ocean warming also plays a role to strengthen the polar vortex,
subsequently, it contributes to the positive trend of AO. Our results imply that the respective warming trend of tropical ocean
basins including Indian Ocean, which is either anthropogenic forcing or natural variability or their combined effect, should be
considered to correctly project the future AO’s trend.
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INTRODUCTION
Arctic oscillation (AO), also known as the Northern Hemisphere
Annular Mode, is the most dominant atmospheric variability over
the mid-to-high latitudes in the Northern Hemisphere (NH) during
the boreal winter (December-January-February, hereafter, DJF)1.
The spatial structure of AO is characterized by a seesaw-like
pattern in the geopotential height (GPH) or sea level pressure
(SLP) between the mid-latitude NH and the Arctic region, which
indicates a redistribution of the air mass between these regions1–3.
Concurrently, large-scale atmospheric circulation in the NH also
varies due to the phase of AO and, consequently, it affects surface
temperature as well as atmospheric circulation over several
regions. For example, when AO is in a positive phase, zonal-
mean zonal winds at mid-latitudes are shifted poleward and
enhanced, resulting in warmer surface temperatures than normal
over northern Eurasia, East Asia, and southeastern North America
during boreal winter2–8. These characteristics are nearly reversed
in AO negative phase as featured by cold winter over those
regions in the strongest negative AO year, 2009/20109. It is
important to know how the AO phases vary in a changing climate
because those regions are the most populated and industrialized
regions at the mid-latitudes in the NH.
A previous study showed that an observed trend of AO since

1960 could not be statistically explained by atmospheric internal
variability, which implies that external forcing exerted important
influence on this trend10. As such, the climate community has
sought to understand the physical processes affecting the AO’s
trend in a changing climate11,12. Some researchers have argued
that an increase in greenhouse gases can force the AO toward its
positive polarity by strengthening the meridional temperature

gradient in the upper troposphere and lower stratosphere13–15.
However, AO presented a negative trend from the late 1980s to
the early 2010s16,17. Although such a negative trend of AO could
be an atmospheric internal variability18, it has been also suggested
that an increase in vertical propagation of planetary waves, which
is due to either Arctic sea ice loss along with Arctic amplifica-
tion19–23 or an increase in snow cover in the Eurasian con-
tinent24–26, plays a role. While there has been a wealth of research
on the AO’s trend and its associated mechanisms24,25,27–29, there
have been fewer studies that have examined the mechanism
explaining the AO’s trend for a sufficiently long period of time.
We analyzed reanalysis datasets, Atmospheric Model Inter-

comparison Project (AMIP) model datasets, and pacemaker
experiments using an Atmospheric General Circulation Model
(AGCM) to investigate a long-term trend of AO and associated
physical mechanism. Unless stated otherwise in the text, the
results were for the winter (DJF) season only. We defined winter as
the three months from December to February for the SST data and
atmospheric variables; therefore, 1958 winter indicates December
1958, January 1959, and February 1959.

RESULTS
A positive trend of Arctic oscillation
We first displayed the AO index for 1958–2017 from the
observational sea level pressure data from the Met Office Hadley
Centre (HadSLP2)30 (Fig. 1a). Although a climate community has
focused on a significant negative trend of AO from the late 1980s
to the early 2010s25 (green dashed line in Fig. 1a) and suggested
that it is associated with the Arctic amplification28, the most
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striking feature is that the observed AO index shows a statistically
significant positive trend during the last 60 years (black dashed
line in Fig. 1a). These positive trends are also found in other
reanalysis datasets including the National Centers for Environ-
mental Prediction and National Center for Atmospheric Research
(NCEP/NCAR) reanalysis 131, and the Japanese 55-year (JRA-55)
reanalysis data32 (Supplementary Fig. 1a, b). It is noteworthy that
the positive trend of AO is robust if the analyzed period is taken
from the early 20th century (e.g., 0.89 per 88-year with a 95%
confidence interval of ±0.71 and p-value of 0.02 in 1930–2017
period). While the climate community has been debating on
whether or not global warming causes the negative trend of AO,
the Arctic sea ice extent has gradually been decreasing
(Supplementary Fig. 2a) with the continuous warming of the
Arctic surface temperature since 1958 (Supplementary Fig. 2b).
Therefore, the positive trend of AO during the last 60 years cannot
be simply explained by sea ice loss along with Arctic amplification
which may explain the negative trend of AO on decadal timescale.
On the other hand, researchers have shown that the observed

AO variability in the last half of the 20th century could be forced
by time-averaged tropical diabatic heating33, which is usually
reflected in either outgoing long-wave radiation (OLR) or
precipitation34 associated with the total sea surface temperature
(SST). Figures 2a, b displays the SST trends in the tropics for
1958–2017 from the Met Office Hadley Centre SST data sets
(HadISST data sets)35 and NOAA Extended Reconstructed Sea

Surface Temperature version 5 (ERSSTv5)36, respectively. The
observed tropical SST has been warmed with the significant
warming over the Indian Ocean and western Pacific in the
1958–2017 period37–39. In addition, the decreases in OLR, which is
indicative of enhanced convective heating, are observed in the
tropical Indian Ocean and the eastern tropical Pacific (Supple-
mentary Fig. 3a, b). The correlations between AO index and OLR
show that enhanced convective heating in some regions including
the tropical Indian Ocean, the eastern tropical Pacific and the
tropical Northern Atlantic is associated with the positive AO
(Supplementary Fig. 3c, d). Note that the similar results are
obtained after removing the trend although there are some
discrepancies in detailed structures (Supplementary Fig. 3e, f).
Therefore, it is necessary to further analyze whether tropical SST
forcing with enhanced convection in a long-term period is
conducive to the positive trend of AO.
To examine this notion, we analyzed AMIP-type simulations,

which is useful for exploring atmospheric responses to underlying
SST forcing. The AMIP-type simulations derived by three different
climate models are obtained from the National Oceanic and
Atmospheric Administration (NOAA) Facility for Weather and
Climate Assessments (FACTS; Method)40. Each model is forced
with the same historical forcing including SST, sea ice concentra-
tion (SIC) and greenhouse gas concentration with its own number
of ensemble members (Supplementary Table 1), and we analyzed
the multi-model mean (MMM) atmospheric variables and ensem-
ble mean atmospheric variables simulated in each AGCM to
examine the role of SST forcing with exclusion of the role of
internal variability in the climate system (Method). The MMM AO
index from NOAA FACTS displays a positive trend although it is
only marginally statistically significant (Fig. 1b). All three AMIP-
type simulations from NOAA FACTS also display a positive AO
trend in their respective ensemble means (Supplementary Fig.
1c–e) although their statistical significances are not significant
except for the GEOS-5 model at a 90% confidence level.
We also conducted AMIP-type simulations using the Global/

Regional Integrated Model system (GRIMs)41 in which historical
SST is prescribed in the globe with 10 ensemble members
(hereafter, referred to as CTRL_run and see also Supplementary
Table 2) (Method). Here, we prescribed the monthly climatological
SIC with a seasonal cycle and fixed the CO2 concentration
(348 ppm) to remove the effects of changes in the SIC and CO2

concentration (Method), which is different from NOAA FACTS
AMIP-type simulations. Similar to the NOAA FACTS AMIP-type
simulations, the positive trend of AO is simulated in GRIMs
CTRL_run, although it is not statistically significant (Fig. 1c).
Despite a lack of strong statistical significance, there is a tendency
of positive trends across the AMIP-type simulations, and we infer
that the tropical SST forcing contributes to the positive
trend of AO.
The precipitations in NOAA FACTS MMM and GRIMs CTRL_run

significantly increase over the tropical Indian Ocean and the
western Pacific Ocean (Fig. 2c, d), which is consistent to some
extent with the OLR trend in the reanalysis datasets (Supplemen-
tary Fig. 3a, b). The reason of why we analyzed the precipitation
data instead of OLR is because the OLR data is not available in the
NOAA FACTS AMIP-type simulations. It is also found that there are
various regions including the tropical Indian Ocean, the sub-
tropical Pacific and the tropical Northern Atlantic Ocean where the
positive correlations between AO index and precipitation are
significant in both FACTS MMM and GRIMs CTRL_run (Fig. 2e, f).
Similar results are obtained in each individual NOAA FACTS AMIP-
type simulation (Supplementary Fig. 4). Considering both sig-
nificant increase in tropical convection activities and significant
positive correlation between convection activities and AO in
reanalysis and AMIP-type simulations (Fig. 2, Supplementary Figs.
3, 4), we infer that the increases in SST-forced convection activities
over the tropical Indian Ocean can drive the positive trend of AO.

Fig. 1 Long-term trends of AO in observation and AMIP-type
simulations. The AO index in (a) HadSLP2 data (1958–2017), (b)
NOAA FACTS multi-model mean (Method, 1959–2013) and (c) GRIMs
CTRL_run (Method, 1958–2017). The black dashed line indicates a
linear trend of each AO index. The black numbers in the upper-left
and upper-right sides of each panel denote the linear trend of AO
index with a 95% confidence interval and its p-value, respectively.
The green line and numbers in a denote the linear trend and the
corresponding values during 1988–2010.
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On the other hand, the significant positive correlations over the
subtropical Pacific and the tropical Northern Atlantic Ocean do not
accompany with the long-term increase in precipitation (Fig. 2c–f,
Supplementary Fig. 4). However, the correlation analysis does not
imply causality, and the impact of SST forcings outside the IO
cannot be thoroughly excluded based on the correlation analysis
only. To overcome this, we further conducted additional pace-
maker experiments in which SSTs are prescribed in specific
tropical regions using GRIMs (Method).

Pacemaker experiments
The pacemaker experiments consist of four experiments with 10
ensemble members in which the historical SST is prescribed in the
tropical Indian Ocean (IO_run), tropical Western Pacific (WP_run),
tropical Eastern Pacific (EP_run) and tropical Atlantic Ocean
(AT_run) (Supplementary Table 2). The details of geographical
regions in which historical SST is prescribed in each experiment
are shown in Supplementary Fig. 5. Except for the SST, other
forcings such as SIC and CO2 concentration in all pacemaker
experiments are identical to the GRIMs CTRL_run. All results
presented here are derived using the ensemble mean atmo-
spheric variables.
The AO index simulated in each experiment is shown in Fig. 3.

The only IO_run presents a significant positive trend of AO (Fig. 3a
and Table 1), which is consistent to some extent with the role of
the Indian Ocean warming in the positive trend of North Atlantic
Oscillation (NAO) in the last half of the 20th century42–44. In
contrast, the WP_run and AT_run simulate a statistically significant
negative trend of AO index (Fig. 3b, d), and there is no significant
trend in AO index in the EP_run (Fig. 3c). The opposite AO trend
between the IO_run and WP/AT_runs might explain the relatively
weak positive trend of AO in the CTRL_run (Fig. 1c). Indeed, the
additive combination of AO’s linear trends in four experiments (IO,
WP, EP, and AT_run) is 0.08 per 60-year (Table 1). This implies that
the significant contribution of IO on the positive AO trend is

cancelled by that of other oceans, resulting in an insignificant AO
trend in CTRL_run (Fig. 1c). However, 0.08 per 60-year is much
smaller than the linear trend of AO in CTRL_run, 0.55 per 60-year
(Table 1), which might be due to the notion that the AO variability
simulated in CTRL_run could be explained by both linear and non-
linear processes from individual oceans. Such cancellation effect
from individual oceans also potentially occurs in the AMIP-type
simulations from NOAA FACTS which also exhibit a less significant
positive trend of AO index (Fig. 1b and Supplementary Fig. 1c–e).
By the same token, the significant linear trend of AO in the
reanalysis data sets (Fig. 1a and Supplementary Fig. 1a, b) might
imply that the influence of the Indian Ocean SST forcing is
dominant in the real system.
To explore the atmospheric structures in response to individual

ocean SST forcing, we display the linear trend of 500hPa
geopotential height (Z500) in each experiment (Fig. 4). Supple-
mentary Fig. 6 further displays the linear trend of 200hPa
geopotential height (Z200) and SLP in each experiment. The
spatial pattern of Z500 trend in IO_run (Fig. 4a) is similar to a
typical structure of positive AO. This contrasts with those in
WP_run (Fig. 4b) where the negative AO’s structure is dominant.
On the other hand, the spatial patterns of Z500 in EP run and AT
run are far from that of either positive or negative AO (Fig. 4c, d). It
is noteworthy that the atmospheric responses in IO/WP_runs are
stronger than those in EP/AT_runs (Fig. 4 and Supplementary Fig.
6). It might be because the amplitude of the SST trend is the
greatest (Supplementary Fig. 5) and the climatological SST
magnitude is also greater in the IO and WP regions than that in
other two regions. In addition, because the IO is right below the
South Asia subtropical jet, the strongest tropospheric jet in the
NH, it may have a larger impact by how it impacts this jet and the
associated NH atmospheric circulation. Indeed, the spatial
structure of stationary wave anomalies from the northern Indian
continent to Arctic region is distinct in IO run (Fig. 4a), which can
be also seen from the regressed Z500 onto the precipitation

Fig. 2 Long-term trends of observed SST and simulated precipitation with its relationship with AO. The linear trend (shading) of the
observed SST (1958–2017) in DJF from (a) HadISST and (b) ERSSTv5 with climatological SST (contour, unit: °C) in each dataset. The linear trend
(shading) of simulated precipitation in DJF in (c) NOAA FACTS multi-model mean (1959–2013) and (d) GRIMs CTRL_run (1958–2017) with
climatological precipitation (contour, unit: mmday−1) in each dataset. The correlation coefficients between simulated AO and precipitation in
(e) NOAA FACTS multi-model mean and (f) GRIMs CTRL_run with climatological precipitation (contour, unit: mmday−1) in each dataset. In all
figures, black hatched regions indicate a statistically significant region at a 95% confidence level.
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variability averaged in Indian Ocean without the linear trend in IO
run (Supplementary Fig. 7a). Note that the pattern correlation
between them is 0.88, which is significantly high. This result
implies that the increased precipitation over Indian Ocean caused
a trend of Z500 with a positive AO’s structure by generating
stationary wave anomalies from the Indian continent into Arctic.

Physical processes of the Indian SST warming on a positive AO
trend
To examine how the SST forcing with enhanced convective
forcing over the Indian Ocean leads to the positive trend of AO,
we introduced an IO index, which is defined as the precipitation
anomaly averaged in the western-to-central southern Indian
Ocean (50°E–90°E, 15°S–5°S; yellow box in Fig. 5a, b) where a
significant increase in precipitation occurs due to the Indian
Ocean warming (Fig. 5a, b). We selected 15°S–5°S to define the IO
index even though the precipitation significantly increases over
30°S–5°S in the IO_run (Fig. 5a). This is because a significant
decreasing trend of OLR is dominant between 15°S and the
equator in the reanalysis datasets (Supplementary Fig. 3a, b). It
should be noted that the overall results are consistent if the IO
index is defined over 30°S–5°S.
The regressed pattern of precipitation onto the IO index is

characterized by a meridional tripolar structure (Supplementary
Fig. 7b), which implies that the IO index explains the linear trend
of precipitation over the entire Indian Ocean (Fig. 5a). This
meridional tripolar structure can be explained by atmospheric
vertical motions associated with the IO index (Supplementary Fig.
7c). Due to the enhanced convection over the western-to-central
southern Indian Ocean, convection activities are suppressed at the
equator and enhanced north of the equator (Supplementary Fig.
7c), which results in a decrease and increase in precipitation along
the equator and north of the equator, respectively (Fig. 5a and

Supplementary Fig. 7b). Thus, the meridional tripolar structure of
precipitation over the Indian Ocean is largely explained by the
increase in precipitation in the western-to-central southern
Indian Ocean.
The standardized IO index and AO index in DJF in the IO_run

are shown in Fig. 5c. The correlation coefficient between the two
indices is 0.78 with the linear trend and 0.66 without the linear
trend, which are all statistically significant at the 99% confidence
level. This may indicate that increase in precipitation in the
western-to-central southern Indian Ocean plays an important role
in the positive trend of AO. Note that when the same calculation is
applied to the results from NOAA FACTS AMIP-type simulations,
the correlation coefficients are between 0.33 and 0.64 with the
linear trend and between 0.30 and 0.63 without the linear trend,
which are all statistically significant at least at the 95% confidence
level (Supplementary Table 3).
The changes in atmospheric circulation associated with AO can

be seen in the zonal-mean structure, because AO has a nearly
zonally-symmetric structure1,4. Figure 5d displays the linear trend
of zonal-mean zonal wind in the IO_run. The zonal-mean zonal
wind has been shifted poleward due to the tropical Indian Ocean
SST forcing, which corresponds to the positive trend of AO2,45–48.
The poleward shift of zonal winds is also seen in the spatial
structure of zonal wind trend at 200hPa (U200) in IO_run where it
is dominant in Eurasian continent, the western Pacific and the
northern Atlantic Ocean (Supplementary Fig. 8a). By applying the
budget diagnostics of the zonal-mean zonal wind49 (Methods), we
found that the forcing by momentum flux convergence by the
stationary waves plays a significant role in the poleward shift of
zonal-mean zonal wind in the IO_run (Fig. 5e), and its role
primarily arises from the horizontal term (Methods and Supple-
mentary Fig. 9a, b). A poleward shift of zonal-mean zonal wind is
dynamically consistent with the spatial pattern of the linear trend

Fig. 3 Long-term trends of AO in each pacemaker experiment using GRIMs. The AO indices in (a) IO, (b) WP, (c) EP, and (d) AT runs in the
period of 1958–2017. The black dashed line indicates a linear trend of each AO index. The number in lower-right sides of each panel denotes a
p-value of the linear trend. The values of the linear trends and their 95% confidence intervals are summarized in Table 1.

Table 1. The linear trends of idealized GRIMs experiments.

Exp. CTRL IO WP EP AT IO +WP+ EP + AT

Linear trend (60 years−1) 0.55 (±0.89) 1.87 (±0.65) −0.87 (±0.71) −0.02 (±0.90) −0.90 (±0.82) 0.08

The linear trend of AO in each idealized GRIMs experiment. The number in parenthesis indicates a 95% confidence interval of the linear trend in each
experiment.
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of Z500 and Z200 (Fig. 4a and Supplementary Fig. 6a) which favors
to induce momentum flux convergence north of 45°N (Fig. 5e). A
similar result is also obtained from the regressed maps including
Z500, zonal-mean zonal winds and Z200 onto the IO index in the
IO_run (Supplementary Figs. 7a, 9c–e, and 10a). This implies that
the increase in convective forcing due to the Indian Ocean
warming is an important dynamic driver for the positive trend of
AO. On the other hand, the forcing by the momentum flux
convergence by the transient eddies plays a smaller role
(Supplementary Fig. 9f). In addition, the Coriolis torque is
considered to be a response to stationary and transient terms,
and the advection of the zonal-mean wind by mean meridional
circulation is quite small compared to the stationary and transient
terms47,49 (Supplementary Fig. 9g, h).
The poleward shift of zonal-mean zonal winds in IO_run,

however, is widespread latitudinally and vertically compared to
the linear trend of momentum flux convergence by the stationary
waves in IO_run (Fig. 5d, e), which may imply that the other
process contributes to the poleward shift of zonal-mean zonal
winds and the positive trend of AO in IO_run. In addition to the
role of stationary waves in the troposphere, we also emphasized
the role of troposphere-stratosphere coupled processes, which is
associated with the IO warming, in the positive trend of AO. In
IO_run, there is the significant positive trend of Z500 over the
North Pacific (Fig. 4a) where the climatological low pressure with a
zonal wave number 1 is located21,50. Thus, the positive trend of
Z500 over the North Pacific is out-of-phase with the climatological

zonal wavenumber 1 structure, which can reduce an upward
propagating wave activity flux at 100hPa (WAFz100) through
destructive interference51. Indeed, the climatological upward
WAFz100 from the eastern Siberia to the North Pacific51,52 is
reduced in IO_run (Fig. 6a). It should be noted that the significant
negative trend of WAFz100 is also noticeable over northeastern
Europe where climatological weak upward WAFz100 is located
(Fig. 6a). Reduced upward WAFz100 disrupts a stratospheric polar
vortex to a less extent, which can play a role in strengthening of
the stratospheric polar vortex (Fig. 6b). This subsequently
contributes to the poleward shift of the zonal-mean zonal wind
with a positive trend of AO in IO_run by a downward
propagation45. It is noteworthy that the spatial structures of the
regressed WAFz100 and Z100 onto the IO index are consistent
with those of linear trends of the corresponding variables,
respectively (Fig. 6 and see also Supplementary Fig. 10b, c). This
indicates that the increase in convective forcing due to the Indian
Ocean warming plays a role to drive a positive trend of AO via
troposphere-stratosphere coupled processes.

DISCUSSION
In recent decades, AO has displayed a significant negative trend.
The climate forcing related to the Arctic amplification affected this
negative trend of AO19,20,25,28. However, AO has displayed a
significant positive trend in the long-term period (1958–2017),
which cannot be explained by the Arctic amplification along with

Fig. 4 Long-term trends of 500hPa geopotential height in each pacemaker experiment using GRIMs. The linear trends of 500hPa
geopotential height (Z500) (shading) in (a) IO, (b) WP, (c) EP, and (d) AT runs with the climatological (1958–2017) Z500 (contour, unit: meter).
The black hatched regions indicate statistically significant regions at a 95% confidence level. The red arrow in Fig. 4a indicates stationary wave
anomalies from the northern Indian continent to Arctic region.
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sea ice loss. In the present study, we showed that the tropical
Indian Ocean SST forcing plays a role in the positive trend of AO
by modulating the convergence of momentum flux due to
stationary waves in the troposphere and the troposphere-
stratosphere coupled processes including the strengthening of
stratospheric polar vortex. This was demonstrated by conducting
AMIP-type experiments using GRIMs forced with the observed
SSTs over different tropical regions, obtaining positive AO trend
only when the forcing is in the tropical Indian Ocean (Fig. 3). In this
study, we did not consider the effect of sea ice loss as well as
Arctic amplification in the sufficiently long-term period (Supple-
mentary Fig. 2), in addition, the main results were obtained from
the analysis of AMIP experiments using a single AGCM. In spite of
this caveat, we argue that the tropical Indian Ocean SST forcing
plays an important role in the long-term positive trend of AO
although climate forcings associated with the sea ice loss and
Arctic amplification could be influential to that in the sub-period.
It was also found that the magnitude of positive trend of AO

was more significant in reanalysis data sets than AMIP-type
simulations (Fig. 1 and Supplementary Fig. 1). We do not exclude
the notion that the counteracting influence of SST warming in
other basins was not very active relative to IO warming in the
observation, simply due to internal variability. And as a

consequence the influence of IO warming would be less in
AMIP-type simulation compared to the observation. On the other
hand, a previous study showed that local extratropical air-sea
interactions over North Atlantic region can amplify an AO
response to tropical Pacific SST forcing53. A lack of these air-sea
interactions might also cause the less significant positive trend of
AO in AMIP-type simulations.
The mid-to-high latitude climate is largely affected by AO phase

in boreal winter. In boreal winter with a positive AO, the poleward
shift of zonal winds can result in a warm and calm winter in the
industrialized and populated regions, such as East Asia and
southeastern North America1,4. Such climate condition can favor a
severe haze event and air pollution by weakening horizontal and
vertical ventilations particularly in East Asia54–57. In addition, a
recent study showed that the anomalous warm temperature
associated with a positive AO during winter can promote wildfires
in early spring over eastern Siberia5. Thus, a long-term positive
trend of AO can exert various socio-economic impacts. It has been
suggested that Indian Ocean warming during the present-day
period can be attributed to various reasons, such as direct
greenhouse gas forcing and changes in atmospheric and ocean
circulations induced by greenhouse gas forcing58–61. Given that
the Indian Ocean is sensitive to external forcing due to shallow

Fig. 5 Long-term trends of precipitation and zonal-mean zonal winds in the IO_run. a The linear trend of precipitation in DJF in IO_run
(shading) with the climatological precipitation (contour, unit: mmday−1) and b the linear trend of the observed SST in DJF in HadISST data
(shading) with the climatological SST (contour, unit: °C). c Time-series of AO index and area-averaged precipitation anomalies in the western-
to-central Indian Ocean (IO index, yellow box in Fig. 5a, b). Both indices are standardized and the correlation coefficient (Corr) between two
indices is statistically significant at a 99% confidence level (*). d The linear trend of zonal-mean (0°–360°E) zonal winds in DJF in IO_run
(shading) with the climatological zonal-mean zonal winds (contour, unit: ms−1) and e the linear trend of convergence of momentum flux by
the stationary waves (CMFSW) in DJF in the IO_run (shading) with the climatological CMFSW (contour, unit: ms−1day−1). In all figures, the black
hatched regions indicate statistically significant regions at a 95% confidence level.
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mixed layer depth62 and relatively weaker SST variability
compared to other ocean basins63, it is expected that the tropical
Indian Ocean SST will keep increasing in the future climate61,64.
Therefore, AO is expected to have a positive trend in the future
climate. However, the SST warming in other tropical basins is also
expected in the future climate64–66 and the total trend of future
AO will depend on the amplitude of the tropical SST warming in
the respective ocean basin. Therefore, it is necessary to carefully
examine how the SST in each tropical ocean basin will respond to
anthropogenic forcing in order to explain the linear trend of AO in
the future climate.

METHODS
Reanalysis datasets and AMIP datasets
In this study, we used two reanalysis datasets including the National
Centers for Environmental Prediction and National Center for Atmospheric
Research (NCEP/NCAR) reanalysis 1 dataset31 and the Japanese 55-year
(JRA-55) reanalysis dataset32 for 1958–2017. The observational sea level
pressure (SLP) data from the Met Office Hadley Centre (HadSLP2)30 was
also used to investigate a linear trend of AO during the same period. In
addition, we used monthly sea surface temperature (SST) and sea ice
concentration (SIC) datasets from the Met Office Hadley Centre (HadISST
data sets)35 to investigate an linear trend of the SST and SIC in the same
period. The monthly SST data sets from the NOAA Extended Reconstructed

Sea Surface Temperature version 5 (ERSSTv5)36 were also used to
investigate the linear trend of SST.
In addition to the reanalysis and observation datasets, we also used the

Atmospheric Model Inter-comparison Project (AMIP) simulated dataset,
which was provided by the National Oceanic and Atmospheric Adminis-
tration (NOAA) Earth System Research Laboratory (ESRL) Facility for Climate
AssessmenTS (FACTS) (https://psl.noaa.gov/repository/facts)40. The various
atmospheric models were forced by the observed historical SST and SIC67.
The greenhouse gas concentrations were also time varying, which were
the same values as the Coupled Model Intercomparison Project phase 5
(CMIP5) recommendations68. Among these, we selected three available
models including GEOS-569, GFDL-AM370, and LBNL-CAM5.171 that
simulate a long-term period comparable to reanalysis and observational
data (Supplementary Table 1). The GEOS-5 simulates a historical 144-year
(1871–2014) period with 1.25° × 1.25° horizontal resolution and 72 vertical
layers. The GFDL-AM3 simulates a historical 145-year (1870–2014) period
with about 1.9° × 1.9° horizontal resolution and 48 vertical layers. The
LBNL-CAM5.1 simulates a historical 55-year (1959–2014) period with about
1.0° × 1.0° horizontal resolution and 25 vertical layers. The GEOS-5 and
GFDL-AM3 have 12 ensemble members, and LBNL-CAM5.1 has 50
ensemble members. Although the simulated period is diverse across the
model, the analysis was conducted in the same historical 55-year
(1959–2013) period in all models, which is a comparable period to that
in the reanalysis datasets. All results from AMIP simulations are derived
from ensemble mean atmospheric variables, and the results from multi-
model mean (MMM) atmospheric variables are also presented in this study.
The MMM atmospheric variables are obtained as the average of the
corresponding ensemble mean atmospheric variables of LBNL-CAM5.1,
GFDL-AM3, and GEOS-5.
In all analyses, the climatology period was set to the entire analyzed

period in each dataset and all anomalies were obtained from the
deviations from their climatological means. We defined winter as the
three months from December to February for atmospheric variables. It
should be noted that seasonal means were calculated from the monthly
data during winter and seasonal anomalies were obtained by subtracting
seasonal means from the total winter-mean field. The linear trend was
calculated based on the linear regression analysis and all statistical
significance tests were based on the Student’s t test.

The Arctic oscillation index
The Arctic oscillation (AO) index was defined as the leading principal
component time series from the empirical orthogonal function (EOF)
analysis using the sea level pressure (SLP) anomalies north of 20°N in the
boreal winter (DJF)1. The overall results are consistent if the AO index is
derived from the EOF analysis using the 1000hPa geopotential height. All
DJF AO indices (1958–2017) derived from NCEP/NCAR reanalysis 1, JRA-55
reanalysis, and HadSLP2 are highly correlated with the DJF AO index
provided by the National Oceanic and Atmospheric Administration (NOAA)
Climate Prediction Center with correlation coefficients of 0.96, 0.98, and
0.95, respectively. The linear trend of the AO index is calculated based on
the linear regression analysis.

Pacemaker experiments using GRIMs
We conducted the sensitivity experiments using an AGCM, i.e., Global/
Regional Integrated Model system (GRIMs)41,72. The GRIMs was developed
for global and regional scale weather forecasts, climate research, and
seasonal simulations41. The GRIMs has been widely used throughout many
previous studies on the global and regional climate73–76, and it has been
shown in the recent literature72 that the GRIMs with a chemistry
interaction can satisfactorily simulate past (1960–2010) climatological
atmospheric features and atmospheric teleconnections due to tropical SST
forcing under the Chemistry Climate Model Initiative reference forcing
(CCMI REF-C1)77. In this study, the horizontal resolution is about 200 km
(T62), and 28 vertical layers (L28) with a model top at 3 hPa is used. The
physics packages used in this study are the standard versions, which
consist of the simplified Arakawa-Schubert convection scheme, Weather
Research Forecast (WRF) single-moment microphysics 1, gravity wave drag
by orography and convection, short and long wave radiation schemes, and
YSU planetary boundary layer scheme. The details of these schemes are
described in ref. 41.
We used the monthly Met Office Hadley Centre’s SST (HadISST) and SIC

data set35 to prescribe the historical and climatological SST and SIC. The
overall experimental structure is similar to that of ref. 78. The integration

Fig. 6 Long-term trends of vertical wave activity flux and polar
vortex in the IO_run. a The linear trend of vertical wave activity flux
at 100hPa (WAFz100) (shading) with the climatological (1958–2017)
WAFz100 (contour, unit: 10−2m2s−2) and (b) the linear trend of
geopotential height at 100hPa (Z100) (shading) with the climatolo-
gical Z100 (contour, unit: meter) in IO_run. The positive WAFz in Fig.
6a indicates the upward WAFz. The black hatched regions in Fig. 6a,
b indicate statistically significant regions at a 95% confidence level.
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period in all experiments was set to 1948–2018 with 10 ensemble
members. We analyzed the last 60-years (1958–2017), which was the same
period in the analyses of the reanalysis datasets. To remove the effects of
changes in the SIC and CO2 concentration, we prescribed the monthly
climatological SIC with a seasonal cycle and fixed the CO2 concentration
(348 ppm) in all experiments. We conducted six experiments using GRIMs
AGCM. (Supplementary Table 2). In the control experiment (CTRL_run), the
historical SST is prescribed in the globe. The IO experiment (IO_run) is the
same as in the CTRL_run, except the historical SST is prescribed in the
tropical Indian Ocean only. The climatological SST with seasonal cycle is
prescribed outside the tropical Indian Ocean region. In the same manner,
the historical SST is prescribed in the tropical western Pacific in the
WP_run, the tropical eastern Pacific in the EP_run, and the tropical Atlantic
Ocean in the AT_run. For continuity between historical and climatological
SST regions in pacemaker experiments, a linear interpolation is applied
within 5° of the boundaries between the historical and climatological SST
regions. We displayed the details of geographical regions in which the
historical SST is prescribed in each experiment in Supplementary Fig. 5. We
also conducted a CLIM_run in which the climatological SST is prescribed in
the globe to define a climatology of each atmospheric variable. The
climatology of each atmospheric variable is defined as the long-term (60
years) mean of the corresponding atmospheric variables in CLIM_run. All
anomalies in the GRIMs experiments are defined as deviations from the
climatology of the corresponding atmospheric variables. Supplementary
Table 2 summarizes all experiments including CTRL, IO, WP, EP, AT,
and CLIM.

Budget diagnostics of zonal mean zonal wind
Budget diagnostics of zonal mean zonal wind is applied to investigate
which process is responsible for the change in zonal-mean zonal wind. The
equation for the zonal-mean zonal wind can be written as follows49:

∂hui
∂t ¼ � hvi

a
∂hui
∂Φ þ hωi ∂hui∂p

� �
þ f þ hui sinΦ

a cosΦ

� �
hvi

� 1
a cos2 Φ

∂
∂Φ hu�v�i cos2 Φð Þ � ∂

∂p hu�ω�i
� 1

a cos2 Φ
∂
∂Φ hu0v0i cos2 Φ� �� ∂

∂p hu0ω0i � hDui
(1)

where brackets denote a zonal mean, asterisks denote deviations from the
zonal mean, overbars denote a monthly mean, and primes denote
deviations from the monthly mean. The variables u, v, and ω are zonal
wind, meridional wind, and vertical pressure velocity, respectively; a is the
radius of the earth, Φ is latitude, p is pressure, f is the Coriolis parameter,
and Dhui is a damping. The first and second terms on the right side of the
equation are the advection of the zonal-mean wind by the mean
meridional circulation (MMCADV) and the Coriolis torque (CT), respectively.
The third and fourth terms are the forcing by convergence of momentum
flux by the stationary waves (CMFSW), and each third and fourth terms are
associated with the horizontal (CMFSWhor) and vertical components
(CMFSWver) of CMFSW, respectively. The fifth and sixth terms are the
forcing by convergence of momentum flux by the transient eddies
(CMFTR), and each fifth and sixth terms are also associated with the
horizontal (CMFTRhor) and vertical (CMFTRver) components of CMFTR,
respectively.

The vertical wave activity flux
The vertical wave activity flux (WAFz) is calculated to investigate the
vertical propagation of planetary waves. The vertical component of wave
activity flux is defined as follows79:

WAFz ¼ p cosΦ
2Ω2 sin2 Φ
N2a cosΦ

∂ψ�

∂λ

∂ψ�

∂z
� ψ� ∂

2ψ�

∂λ∂z

� �
(2)

where asterisks denote deviations from the zonal mean, ψ is streamfunc-
tion, N2 is the Brunt Väisälä frequency, a is the radius of the earth, Ω is
rotation rate of the Earth, λ is longitude, z is vertical level, and p is pressure.

DATA AVAILABILITY
The HadSLP2 dataset is available online (https://www.metoffice.gov.uk/hadobs/
hadslp2/). The NCEP/NCAR R1 and JRA-55 reanalysis datasets are available online
(https://psl.noaa.gov/data/gridded/data.ncep.reanalysis.html and https://rda.ucar.
edu/datasets/ds628.0/, respectively). The HadISST and ERSSTv5 datasets are available
online (https://www.metoffice.gov.uk/hadobs/hadisst/ and https://psl.noaa.gov/data/
gridded/data.noaa.ersst.v5.html, respectively). Each AMIP-type simulation from NOAA

FACTS is available online (https://psl.noaa.gov/repository/facts). Any request for the
GRIMs simulations for the pacemaker experiments should be addressed to
jyc0122@hanyang.ac.kr.
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