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ABSTRACT Prediction of surrounding vehicles accurately is an essential prerequisite for safe autonomous
driving. Trajectory predictionmethods can be classified into physics-, maneuver-, or learning-basedmethods.
Learning-based methods have been studied extensively in recent years because it effectively exploits the road
information and interactions among vehicles. However, learning-based methods perform poorly in unseen
environments that were not considered during training and provide unreasonable results such as inconsistent
trajectories according to road geometry. In this paper, to address this problem, a hybridmodel that combines a
learning-basedmodel with physics- andmaneuver-basedmodels according to their uncertainties is proposed.
The deep ensemble technique is also used to estimate the uncertainty of the learning-based method. Because
the deep ensemble tends to show a large variance in unseen environments, this method is used to determine
whether to use a hybrid model. The proposed method is trained and validated using the Lyft l5 dataset,
the real environment vehicle driving data containing several types of intersections.

INDEX TERMS Trajectory prediction, physics-based model, maneuver-based model, deep ensemble,
uncertainty, weighted integrated model.

I. INTRODUCTION
Rapid advances have been made in Advanced driver assis-
tance systems (ADAS) over several years, and systems such
as adaptive cruise control (ACC) and lane keeping assistance
(LKA), have already been effected in mass-produced vehi-
cles. Nonetheless, systems, such as collision avoidance (CA),
are still being developed to reduce accidents in general driv-
ing situations. In order to ensure safety, trajectory prediction
is a key component of these systems.

Traditionally, physics- and maneuver-based methods are
used for trajectory prediction. Physics-based methods esti-
mate future trajectories using vehicle kinematic and dynamic
models [1]–[4]. The dynamic models consider forces that
affect the vehicle’s movement such as the tire force. In con-
trast, the kinematic models do not consider such forces;
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rather, they exploit the mathematical relationship among
velocity, position, and etc. Trajectory prediction using these
models is typically performed using a filtering algorithm.
In [5], [6], they predicted trajectories using Kalman filter with
specific model, and multiple models were combined based
on variances using Interacting Multiple Models in [7], [8].
Although the physics-based model is accurate for the short
term, it is unreliable for long-term prediction. Furthermore,
it does not effectively account for deceleration or acceleration
caused by the surrounding vehicles and environment.

Maneuver-based methods, which entail maneuver recogni-
tion and trajectory prediction, have been proposed to improve
the long-term prediction accuracy. Maneuver recognition
identifies the driver’s intentions from the vehicle state and
environment, and trajectory prediction is performed based
on the estimated maneuver. A maneuver is defined as a
combination of longitudinal and lateral motions along a road
lane in [9], [10]. It is selected according to the cost-to-go
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function, and the trajectory is planned in the longitudinal
and lateral directions, respectively. Schreier et al. [11] made
more detailedmaneuver by considering information about the
surrounding vehicles and roads. The maneuver is determined
through the Bayesian network, and there are different motion
models for each maneuver. Because the future trajectory in
the maneuver-based method is predicted based on the road
geometry, short- and long-term accuracy can be ensured by
integrating it with the physics-based methods [12].

Recently, with the emergence of various deep learning
techniques, learning-based trajectory prediction have been
actively researched. Learning-based methods, compared to
maneuver- and physics-basedmethods, make it relatively eas-
ier to consider road shape information and interactions among
vehicles. Learning-based trajectory prediction methods can
be divided according to the type of input. When using a
top-view image over time as input [13], [14], all the compo-
nents in the image can be automatically considered without
additional processing. When using vectorized inputs, such
as positions, velocities and lane boundaries [15]–[17], accu-
rate values can be used without loss of information. Other
researchers have used attention or graph neural networks to
investigate the interactions among vehicles [18]–[21].

However, using only the learning-based method for trajec-
tory prediction in an actual driving environment can cause
problems. When driving in a new environment that was not
observed during training, or when the density of surrounding
vehicles changes, the deep learning network may receive
input data with a different distribution from the training data.
This increase the likelihood of the network predicting an
unexpected future trajectory, which can lead to accidents due
to undesirable planning. In recent years, learning-based and
traditional methods have been combined [22], [23]. How-
ever, because they used traditional method only to identify
maneuvers, the problem of predicting an unexpected trajec-
tory remains unsolved.

In this study, an integrated model that combines the tra-
jectory results from physics-, maneuver-, and learning-based
method is proposed to improve trajectory prediction per-
formance in various environments. Each model predicts the
mean and variance at each time step; thus, predictions takes
the form of a Gaussian function. Then, the trajectories pre-
dicted by the three models are integrated according to the
inverse of the uncertainties. Because the median probability
of the Gaussian distribution is inversely proportional to the
variance, this method can be considered as a probability
product for trajectory integration. The contributions of the
study are as follows.
• The proposed model integrates physics-, maneuver-, and
learning-based models based on the uncertainty of each
model. This model improves the prediction performance
by assigning greater weights to models with relatively
less uncertainty.

• The proposedmethod can significantly reduce the unrea-
sonable path prediction that may occur in unseen envi-
ronments when using only learning-based methods.

FIGURE 1. Overall system architecture.

The deep ensemble method is utilized to tackle new
environments by estimating the uncertainty of the
learning-based model.

• Performance evaluation is conducted on the Lyft
l5 dataset, which is not only collected under real-world
vehicle driving conditions, but also includes various road
environments such as intersections.

II. SYSTEM OVERVIEW
The architecture of the overall system is shown in Fig.1.
The system comprises prediction and integration modules.
In the prediction module, the physics-, maneuver-, and
learning-based models predict future trajectory positions
(µx , µy) and their uncertainties (σx , σy) using the map and
the history information of each vehicle. In the learning-based
method, the deep ensemble technique is used to estimate the
uncertainty. Detailed descriptions of each model are provided
in Section III. The integration module first determines the
model to be used based on the size of the uncertainty from
the learning-based model. If the uncertainty is below a cer-
tain threshold, the integrated module takes the output of the
learning-based model directly as a future trajectory. Other-
wise, the future trajectory is replaced by a combination of the
predicted trajectory and the uncertainty from eachmodel. The
combinationmethod is discussedmore detail in Section IV. In
this study, the problem of predicting surrounding vehicles is
replaced with that of predicting the host vehicle. This is valid
because two problems can be converted to each other through
a simple coordinate transformation. Each model takes the
histories of surrounding vehicles and host vehicle within 1s at
0.1s intervals. The lane information within a 100m radius is
also used as the network input. Then, each model predicts the
future trajectory of the host vehicle for 5s at 0.1s intervals.

III. PREDICTION MODELS
A. PHYSICS-BASED TRAJECTORY PREDICTION
In this section, we introduce the physics-based motion
model as well as a filtering and prediction algorithm under
uncertainty.

1) CONSTANT TURN RATE AND Acceleration(CTRA) MODEL
The physics-based model used in this study is CTRA [5],
which assumes that the turn rate and acceleration are constant.
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The state vector is expressed as follows:

x = (x, y, θ, v, a, ψ̇)T (1)

where x, y indicate the position of the vehicle, θ is the heading
angle of the vehicle, v is the velocity, a is the acceleration, and
ψ̇ is the yaw rate.

The state of the next time step is expressed by

xk+1 = xk +
∫ 1t

0
vx,k (τ ) dτ

= xk +
(vk + ak1t) sin(ψ̇k1t + θk )− vk sin θk

ψ̇k

+ak
cos(ψ̇k1t + θk )− cos θk

ψ̇2
k

(2)

yk+1 = yk +
∫ 1t

0
vy,k (τ ) dτ

= yk +
vk cos θk − (vk + ak1t) cos(ψ̇k1t + θk )

ψ̇k

+ak
sin(ψ̇k1t + θk )− sin θk

ψ̇2
k

(3)

θk+1 = θk + ψ̇k1t (4)

vk+1 = vk + ak1t (5)

ak+1 = ak (6)

ψ̇k+1 = ψ̇k (7)

where1t is the prediction time interval and the subscript k is
time step.

2) TRAJECTORY PREDICTION UNDER UNCERTAINTY
The state space equation considering the process noise is
expressed as follows:

xk+1 = fk (xk )+ wk (8)

yk = hk (xk )+ rk (9)

wk = [wx ,wy,wθ ,wv,wa,wψ̇ ]
T (10)

rk = [rx , ry, rθ , rv]T (11)

where wk and rk are system noise and observation noise,
respectively, both defined as the Gaussian noise.

To solve the nonlinear problem, Unscented Kalman
Filter (UKF) is utilized in our work [24]. Unscented trans-
form (UT) is used to consider the uncertainty in the non-
linear dynamic prediction model. A fixed number of sigma
points are chosen from the original distribution to estimate
the transformed distribution. The UT process is utilized with
the motion model to perform the trajectory prediction task
considering uncertainty in (8).

B. MANEUVER-BASED TRAJECTORY PREDICTION
In this section, we first introduce trajectory prediction in both
the longitudinal and lateral directions in Frenet Coordinates.
Then, the intention prediction for selecting one route among
several candidates is explained.

1) TRAJECTORY PREDICTION
The longitudinal position prediction along the road is divided
into twomethods depending on the presence of a lead vehicle.
The lead vehicle is a vehicle on the same lane as the host
vehicle, within a certain distance. If there is no lead vehicle,
the longitudinal position along the road is predicted using the
discrete Wiener process acceleration model [11], [25], given
by

xlon = (xlon, vlon, alon)T (12)

xlon,k+1 = Axlon,k + Bwlon (13)

A =

1 1t
1
2
1t2

0 1 1t
0 0 1

B =


1
2
1t2

1t
1

 (14)

where 1t is the time interval, the model state xlon includes
longitudinal position xlon, longitudinal velocity vlon, longitu-
dinal acceleration alon, and wlon indicates the process noise
scalar. The covariance matrix of the process noise multiplied
by the gain is given by

Qk = Bσ 2
1alonB

T

=



1
4
1t4

1
2
1t3

1
2
1t2

1
2
1t3 1t2 1t

1
2
1t2 1t 1

 σ 2
1alon (15)

Thus, the predicted acceleration of the longitudinal model
is normally distributed around the current acceleration, and
the variance increases linearly, which indicates that the uncer-
tainty of the acceleration profile will increase in the future.
If there is a leading vehicle, alon in the Wiener process accel-
eration model is replaced by a desired acceleration derived
from the constant time gap policy (CTG) of the ACC, given
by [26]

ėlon = ẋlon,host − ẋlon,lead (16)

δ = xlon,host − xlon,lead + L (17)

ades = −
1
h
(ėlon + λδ) (18)

where h is the time gap, L is the length of the leading vehicle,
and λ is the value that adjusts the rate of convergence that
makes the error of δ zero. The size of λ is directly proportional
to the speed of its convergence. In this step, the velocity of the
leading vehicle is considered to maintain the current velocity
during the future step.

The lateral position of the vehicle along the road is
predicted through the Ornstein-Uhlenbeck process [25] as
follows:

ẏlat (t) = α(u− ylat (t))+ wc(t), α > 0 (19)

where ylat (t) indicates the lateral position, u is the constant
input scalar that shifts the long-termmean,wc is the Gaussian
white noise, α is a value that affects how quickly a vehicle
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that is currently not in the middle of the lane will return to the
middle of the lane, and wc(t) is a zero-mean white Gaussian
noise process with autocorrelation function as follows:

[wc(t)wc(t + τ )] = 2ασ 2
latδ(τ ) (20)

An exponentially decaying autocovariance function of
ylat (t) is given by

[(ylat (t)− ȳlat (t))(ylat (t + τ )− ȳlat (t + τ ))] = σ 2
late
−α|τ |.

(21)

The process in (19) is discretized via a zero-order hold,
resulting in

ylat,k+1 = e−α1tylat,k + (1− e−α1t )u+ wlat (22)

wlat = σ 2
lat (1− e

−2α1t ) (23)

where ȳlat (·) = (ylat (·)) and σ 2
lat is the limit of variance which

is related to the lane width that prevents the lateral position
prediction from deviating significantly from the target lane.

2) INTENTION PREDICTION
Among the trajectory candidates along the road candidates,
one optimal maneuver is selected as the final trajectory in
a maneuver-based prediction. In order to select an optimal
one, the intention is predicted using dynamic time warping
(DTW) [27], [28]. DTW measures the temporal changes of
two trajectories that do not necessarily have the same length.

We assume the driving intention is to pursue some goals
in the intersection, such as lane keeping, turning left and
right. The roads that corresponded to the stated intent are set
as the reference path. The combined longitudinal and lateral
trajectories calculated in III-B1 along the reference path in the
Frenet coordinates are transformed to Cartesian coordinates,
resulting in the reference trajectories. The trajectory history
of the host vehicle is compared with the reference trajecto-
ries using the DTW algorithm. Then, the trajectory with the
smallest cost is set as the current intention of the host vehicle.

C. LEARNING-BASED TRAJECTORY PREDICTION
1) NETWORK ARCHITECTURE
In this study, we focused on improving the performance using
the hybrid model rather than emphasizing the performance
of the network model itself. Therefore, a simple network
model Resnet18 [29] with an additional fully connected layer,
as shown in Fig. 2, is used. The input to the network model is
a rasterized image that includes the trajectory histories of the
host and surrounding vehicles, and road shape information,
which are shown in Fig. 3a, 3b, and 3c, respectively. The
Resnet18 layer compresses the input image and generates a
vector containing the input information. The fully connected
layer reduces this vector and reshapes it to size [50, 4], which
indicates the number of future steps and output features (two
means and two variances), respectively.

FIGURE 2. Network architecture.

FIGURE 3. Example of the rasterized image. (a) represents surrounding
vehicles at a specific time step, (b) shows the host vehicle and (c) is road
information.

2) DEEP ENSEMBLE
In order to integrate each model into the hybrid model,
the uncertainty of the positions is needed. Physics- and
maneuver-based models generate uncertainty using the
method described in Section III-A and B, whereas the
learning-based model yields uncertainty as a network output.
There are many methods for obtaining uncertainty using a
deep learning technique. Bayesian deep learning [30], which
learns a distribution of weights, is one of the generally used
methods. However, this method requires significant changes
and more computation than non-Bayesian neural networks.
A Bayesian approximation using dropout [31] is introduced
to address this problem. This method has the same effect as
using multiple models through dropout and the uncertainty
can be calculated using the results from eachmodel. The deep
ensemble [32] used in this study is a non-Bayesian method
and is known to show better uncertainty estimation perfor-
mance than the dropout method. The deep ensemble treats
each model as a mixture model and combines the prediction
results as described in Equation (24)

p(x) = M−1
M∑
m

N (µθm (x), σ
2
θm
(x)) (24)

where M is the number of ensemble models of the same
structure with different initializations.

For regression problems, the deep ensemble predicts
a mixture of Gaussian distributions where the mean
and variance are represented by Equations 25 and 26,
respectively.

µ∗(x) = M−1
M∑
m

µθm (x) (25)

σ 2
∗ (x) = M−1

M∑
m

(σ 2
θm
(x)+ µ2

θm
(x))− µ2

∗(x) (26)
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TABLE 1. Information of sampled dataset.

IV. INTEGRATED TRAJECTORY PREDICTION
The prediction results of the three models are used to generate
the final future trajectory. This process comprises of two
steps. The first step is to decide whether to use the hybrid
model based on the uncertainty of the network output. If the
uncertainty is below the threshold, the network output is
accepted as the final trajectory without further changes. How-
ever, if the uncertainty exceeds the threshold, the next step is
performed. In this study, the threshold is set at 1.25 m, where
the vehicle begins to cross the lane boundary. In the second
step, the integration step, the future trajectory is created using
the following equation:

xk =
1
S

∑
m

wm,k · tm,k
σm,k

µm,k (27)

where xk is the integrated trajectory at time k , subscript
m represents each model, S is the normalization factor, µ
and σ indicate the mean and the variance of each model
and the constant weights w are the variables used to scale
the uncertainty of each model. These values make the aver-
age magnitude of uncertainty of the three models similar
to each other over 1 s known as the valid range of the
physics model [33]. These values are determined by compar-
ing the size of uncertainty in each model during the training
step. The time-varying weights t are additional weights for
the physics-based model. Because the physics-based model
degrades after 1 s, we reduce the effect of the physics-model
using Equation (28).

tm,k =


1

(1+ e−3(k−1.5))
if physics-based

1 else

 (28)

V. SCENARIO SIMULATION FOR VALIDATION
A. DATASET FOR SIMULATION
The Lyft l5 dataset [34] is a collection of real-world vehicle
driving data containing different types of intersections. It pro-
vides road boundary and historical information of road com-
ponents, and includes tools to convert this information into

FIGURE 4. Road samples included in the training set. The training set
comprised only four-way intersections with similar curvature. The green
object represents the host vehicle.

FIGURE 5. Road samples included in the test set. (a) three-way, (b) wavy
roads and roads with severe curvature that are not included in the
training.

rasterized images. In this study, we sampled only a few sec-
tions near various types of road shapes from the entire dataset
to confirmed the performance improvement of the hybrid
model in the new environment. The sampled scenarios are
intersection situations, and include four-way and three-way
situations, as shown in Figs.4 and 5. The details of the dataset
are presented in Table 2. In the training step, the network
is trained using only four-way scenarios with similar curva-
tures. In addition, the four-way scenarios have both turn and
straight cases, to prevent the network from learning only the
straight cases. The test set consists of three-way scenarios and
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FIGURE 6. Performance comparison results. Solid line and dashed lines
represent FDE and ADE, respectively.

FIGURE 7. Performance comparison according to threshold.

scenarios with wavy shapes and different road curvatures to
verify the performance improvement of the hybrid model in
the new environment.

B. SIMULATION RESULTS
In this study, the hybrid model and three other models are
used for the performance comparison. A comparison was
made for the final displacement error (FDE) and the average
displacement error (ADE), defined as

ADE =
1
T

√√√√ T∑
t

(xt − x̂t )2 + (yt − ŷt )2 (29)

FDE =
√
(xT − x̂T )2 + (yT − ŷT )2 (30)

Tables 2, 3 and Fig. 6 presents the performance results
for each model. The results show that the ADE and FDE
of the proposed method are smaller, compared to when
only the learning-based method is used. However, the hybrid
model shows only a minor performance improvement. This
is because the test set contains cases such as a crossroads

FIGURE 8. Example of wrong maneuver selection. Predicted trajectories
for the physics and maneuver models are plotted for 0.1 s intervals and
0.5 s intervals for the remaining trajectories.

TABLE 2. ADE(m).

scenario, where it is difficult to determine future maneuvers
based on trajectory history alone. In Fig. 8, it can be observed
that the host vehicle is approaching the crossroads; however,
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FIGURE 9. Qualitative analysis of predictions (a) new road type (b) presence of lead vehicle (c) 3-way intersections.

TABLE 3. FDE(m).

its intended direction is not yet known. In this case, incorrect
maneuver selection can lead to large errors. Nonetheless,
because the future trajectory is predicted directly based on
the road shape, the error rate of the proposed model increased
slightly as the time step increases. Therefore, it can be seen
that the proposed model outperforms the learning-based only
model as the time step increases.

We performed additional tests to confirm the influence of
the threshold on determining whether or not to use the hybrid
model. As shown in Fig. 7, the hybrid model represents the
minimum error in terms of both the ADE and FDE, when

TABLE 4. Computation times.

the threshold is set to 1.25m. Most vehicles drive within a
range at which they do not invade other lanes. Therefore,
abnormal predictions can be deemed as those exceeding the
range of 1.25m, the range at which the vehicle invades another
lane.

Finally, the real-time performance of proposed model is
analyzed. Its average computation time is approximately
0.097 s. The computation times for each model are presented
in Table 4. A total time of less than 100ms is reasonable,
compared to the typical period of path planning. In addition,
the proposed architecture is allowed to change each model;
thus, the computation time can be reduced if it is needed.

C. QUALITATIVE ANALYSIS OF PREDICTIONS
In this section, the predicted trajectory is qualitatively ana-
lyzed to confirm the validity of the proposed model for repre-
sentative examples of the test set. Fig. 9 shows three different
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scenarios. The first case is when the vehicle encounters a
new road shape that is not considered during the training
step. Fig. 9(a) shows wavy roads and roads with different
curvatures from those in the training dataset. In the upper
image, the road shape is wavy; but the network model rep-
resented by blue dotted line predicts the future trajectory as
a straight line with a lateral uncertainty of 1.5m. The lower
image shows the case of a road with more severe curvature
than the training data. The network model predicts a less
curved trajectory because it learned the distribution of correct
answers from the distribution of the training data. In contrast,
because themaneuvermodel represented by the orange dotted
line predicts the future trajectory based on the road shape,
it was found that the maneuver-based model adapts well to
the new types of road shapes. Fig. 9(b) shows the effects of
the leading vehicle. After passing an intersection, the vehicle
velocity often increases, whichmakes it difficult to accurately
predict the acceleration of future trajectory based solely on
the trajectory history. Because the lead vehicle can increase
the accuracy of future trajectory predictions by providing a
reference to the future velocity profile, the maneuver-based
model improves the prediction performance by using an ACC
strategy when there is a lead vehicle. At 5 s, it was observed
that this strategy reduced the FDE by 18.7%, from 5.66 to
4.60m and the ADE by 16.6%, from 2.35 to 2.00m, com-
pared to when there was no lead vehicle. Fig. 9(c) shows
a three-way intersection. In this case, it is found that the
performances of the learning-based and the hybrid models
are similar. This is because that training was conducted at
a four-way intersection with a similar angle to a three-way
intersection. Because the network learned to turn left and
right at an angle close to the vertical, similar performance
could be achieved at a three-way intersection. Overall, these
results suggest that the hybrid model, which combines the
three models, predicts the future trajectory more effectively
than the learning-based model because it considers the shape
of the road and movement of surrounding vehicles once
more.

VI. CONCLUSION AND FUTURE WORKS
In this study, a hybrid model integrating learning-, physics-
, and maneuver-based models is proposed for the trajectory
prediction. Because the deep ensemble tends to present large
uncertainties for unseen data, the hybrid model determines
whether to use the network output solely based on the amount
of uncertainty. This method makes it possible to prevent seri-
ous accidents that can occur with the unexpected predictions
made by the learning-based method in a new environment.
The simulation results proves that the proposed method out-
performs the learning-basedmethod. Specifically, when there
is a road of a different type from the training data or there is a
lead vehicle, the performance appears to be improved further.
However, in this study, the final trajectory is generated by
integrating the three models according to the uncertainty of
each model. This method can lead to the problem of pre-
dicting the intermediate trajectory when each model predicts

multi-branched trajectory and they has a similar magnitude
of uncertainty. Therefore, in future work, we will focus on
integrating multiple models in a more sophisticated manner.
In addition, to cope with complicated situations, such as
crossroads, we plan to conduct research toward facilitating
the prediction of multiple trajectories, rather than a single
one.
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